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Abstract. It is introduced a semantic coding of words based the SVD technique
for generating a semantic space in which words are then mapped. The proposed
technique is based on the introduction of alink energyformula related to digrams
frequency. To test the effectiveness of the porposed approach, the english trans-
lation of the set of Grimm Fairy Tales has been analyzed and a bi-dimensional
visual representation has been obtained using the Sammon projection algorithm.

1 Introduction

Information retrieval systems are built from large document collections in order to or-
ganize and access information. Large text corpora are used for many purposes in com-
putational linguistics and natural language processing.
Computational lingustics has recently pointed out that there is a close relation between
underlying lexical-semantic structures and their associated synctactic behaviors[]. The
information extracted from the text is built into some mathematical model: a typical one
is the vector-space model.
The simplest method to associate uncorrelated codes to words is to assign a unit vec-
tor for each token.[7] However this method is not manageablewhen a large number of
words has to be considered.
An alternative approach, calledlatent semantic analysis, has been introduced[9]. This
methodology is based on co-occurrence statistics to generate word vectors that can be
used to calculate similarity between words, or documents.
A term-document matrix is typically used to generate vectorspace models. The generic
element of this matrix is simply the number of times each wordoccurs in each doc-
ument. The rows of this matrix are usually interpreted as vectors representing words,
while documents are usually represented by vectors calculated as a weighted sum of the
vectors associated to the words appearing in the document.
This method usually leads to high-dimensional and very sparse term-document matri-
ces[18]. It is therefore necessary to project each word ontoa smaller subspace which



gives the best least-squares approximation to the originaldata. This goal is usually
reached using the singular-value decomposition methodology. The result is to represent
each word using then most significantlatent variables: this leads to the denomination
of latent semantic analysis[9].
An alternative to the traditional term-document matrix hasbeen proposed by [3] for
the purpose of measuring semantic similarity between words. This technique, called
Hyperspace Analogue to language uses a words-by-words matrix: the rows of the co-
occurrence matrix can be interpreted as context vectors forthe words in the vocabulary.
In [12] a different methodology to construct the co-occurrence matrix has been devel-
oped. The technique, called Random indexing, uses distributed representations to accu-
mulate context vectors from the distributional statisticsof words. This is accomplished
by first assigning a unique high-dimensional sparse random index vector to each word
type in the text data. Then, every time a word occurs in the text data, it is added the in-
dex vectors to then surroundings words to the context vector for the word in question.
In [7] it has been introduced a technique for encoding words in such a manner that
the i-th word in a sequence of words was represented by a 270-dimensional real vector
with random number components. The SOM algorithm has been used for creating word
category maps describing relations of words based on their contexts. The result of the
processing showed that interrelated words which have similar contexts appear close to
each other on the map.
In this paper we introduce a semantic coding of words based onthe assumption that the
context of the words contains all the needed information. The method differs from the
one of Kohonen: in that paper, Kohonen starts by a set of quasi-orthogonal vectors; in
the proposed approach it is used the SVD technique for generating a semantic space in
which words are then mapped.
The proposed technique uses a set of raw documents without any prior synctactic or
semantic categorization of the words. A square matrixM will then built: both in the
rows and in the columns there will be all the wordswk present in the document corpus.
This matrix will code the relationship between a wordwi and its successivewj in the
sentences of the document corpus. A link energy formula willbe introduced to establish
the prediction capability of a word on the other one.
The Singular Value Decomposition is then applied, leading to the construction of a se-
mantic space based on the the data-driven extraction of latent semantic information.
To test the effectiveness of the porposed approach, the set of Grimm Tales has been
analyzed, then the 150 most frequent words have been mapped in this space, and a
bi-dimensional visual representation has been obtained using the Sammon projection
algorithm[13].
The following of the paper is organized as follows: in section 2 theoretical background
concerning the SVD technique will be illustrated, in section 3 will be outilined the pro-
posed approach, in section 4 experimental results will be described, and in section 5
conclusion will be given.



2 Theoretical Background: the SVD Technique

Latent Semantic Analysis (LSA) [9] is a paradigm to extract and characterize the mean-
ing of words by statistical computations applied to a large corpus of texts. LSA is based
on thevector space method: a text corpus is represented as a matrixA where rows are
related to words, while columns are associated to documentsor other contexts.
A truncated singular value decomposition (SVD) [9] is used to estimate the strucutre in
word usage across documents. The technique can be outlined as follows: Letm be the
number of words contained in all then documents relevant to some domain of interest
and composing the training corpus. Given anm · n matrix M , where, without loss of
generality,m ≥ n andrank (M) = r, the singular value decomposition of M, denoted
by SVD(M), is defined as:

M = UΣV T (1)

whereUT U = V T V = In andΣ = diag (σ1, · · · , σn), σi > 0 for 1 ≤ i ≤ r, σj = 0
for j ≥ r + 1.
The firstr columns of the orthogonal matricesU andV define the orthonormal eigen-
vectors associated with ther non zero eigenvalues ofMMT andMT M respectively.
The LSA paradigm defines a mapping between then words and them documents and
a continuous vector spaceS, where each wordwi is associated to a vectorui in S, and
each documentdj is associated a vectorvj in S[18]..

3 The proposed solution

It is well known that semantic roles are reflected by the contexts in which they occur. It
has been shown that contextual relations or roles of words are also statistically reflected
in unrestricted natural expressions[7].
The idea is to start from a collection of documents, exploiting the contextual roles of
words, i.e. their usage in short contexts formed by adjacentwords, to define a syntac-
tic and semantic space in which each word is therefore coded as a vector of reals. The
main characteristic of this synctatic-semantic space is that words will be mapped both
according to their synctatic role (i.e. nouns, verbs, adjectives will be near points in this
space) andalso according to their meaning (i.e. motion verbs, related nouns will be
close n-dimensional points in the generated space).
The proposed technique is based on the extraction of sentences in a set of generic doc-
uments and the analysis of the occurrence of digrams in the extracted phrases. A matrix
M is then generated from the available text data by analyzing each phrase of the raw
text, hence, the Singular Value Decomposition is applied, leading to the construction
of a semantic space based on the the data-driven extraction of latent semantic infor-
mation according to the LSA paradigm: words will be mapped inthis space, and a
bi-dimensional visual representation will be given.

3.1 Source data

The source data consisted of a set of raw documents without any prior synctactic or
semantic categorization of the words. The language can be considered arbitrary chosen
and not formal by any means.



3.2 Preprocessing

The preprocessing phase can be outlined in the following steps:

– the texts of all documents are concatenated into one file.
– A set of very common words, called stopwords [?], which do not carry information,

has been removed from the text.
– The text has been transformed in a list of phrases, each one extracted by it using

the punctuation and the carriage-return as a delimiter: therefore each phrase will
constitute a sort of ”micro-document” to analyze and form which digrams will be
extracted.

3.3 Learning process

We want to realize a semantic coding of words using the left and right context of a word
in documents corpora. The fundamental assumption is that the context of the words con-
tains all the needed information. The method differs from the one of Kohonen: in that
paper, Kohonen starts by a set of quasi-orthogonal vectors;in the proposed approach
it is used the SVD technique for generating a semantic space in which words are then
mapped. A square matrix M will be built: both in the rows and inthe columns there will
be all the wordswk present in the document corpus. This matrix will code the relation-
ship between a wordwi and its successivewj (and, as a consequence, the word and its
precedent looking at the columns of the matrix M). The question is how to define the
generic element of the matrixM . Let mij the (i, j) element of theM matrix: mij is
related to the occurrence of the digramwiwj . Trivially choosingmij as the number of
occurrences of the digramwiwj in the text is not the best way to identify the ”predic-
tion capability” of the wordwi on the wordwj : it is necessary to find a function that
can give a better information. The goal is to define some sort of ”link energy” about the
prediction capability of a word on another one. As an example, the following are some
of the digrams present in the previous sentence; for clarity, also stop-words (likethe)
have also been considered:

– The goal
– goal is
– is to

If |wi| is the number of occurrences of the wordwi, |wj | is the number of occurrences
of the wordwj , and|wiwj | is the number of times in which the wordwj follows the
wordwi, then:

|wiwj |

|wi|
(2)

is the probability that the wordwj will follow the wordwi (i.e. |thecat|
|the| is the probability

that the wordcat will follow the word the, which is small, given that the number of
occurrencies of the wordthe is typically high. The quantity:

|wiwj |

|wj |
(3)



is the probability that the wordwi will precede the wordwj (i.e. |the cat|
|cat| is the proba-

bility that the wordthe will precede the wordcat, which is high, given that the number
of occurrencies of the wordcat is typically low. The goal is to define a quality index
which evaluates the ”best” permutation among a set of words,given a known digram
frequency, which will lead to the max extent in a digram whichis commonly used in
natural language. A natural choice is therefore to define thefollowing formula:

mij = max

(

|wiwj |

|wi|
,
|wiwj |

|wj |

)

(4)

The proposed approach is different by the one used in [7]: in that work quasi-orthogonal
vectors have been used, while here it is used the SVD technique to generate a semantic
space in which words are then mapped. The technique also differs from the classical
LSA techniques, where a matrix of word-documents is used. Here the technique is
to generate a word-word matrix. The matrix is non symmetric,in fact the occurrence
of the digram”the dog” is different from the occurrence of the digram”dog the” in
the common use of the words. The algorithm was able to create diagrams that seem
to comply reasonably well with the traditional synctactical categorizations and human
intuition about the semantics of the words.

4 Experimental Results

To test the effectiveness of the proposed approach, a set of English translations of
Grimm’s Fairy tales has been used. The corpus is composed by over 7000 words. The
language is not formal and the strenght of its use is the fact that it is used a set of sen-
tences effectivbely used in the natural language, rather than using a set of artificially
built sentences. The results of the processing are shown in fig. 4. The general orga-
nization of the map reflects both synctactical and semantical categories. Formation of
syntactic categories on the map can be explained by sentential context. The context of
a word is dependent on the syntactical restrictions that govern the position of the words
in the text. In particular, figure 4 shows some semantic associated words, likeheart,
head, eves, hand, which are all nouns indicating body parts,sat, lay, fell, which are past
participles of closely related verbs; other significant groups are shadowed in figure.

5 Conclusions

A semantic coding of words based the SVD technique to generate a semantic space
in which words are then mapped has been presented. The introduction of alink energy
formula, related to digrams frequency in texts, leads to an effective sub-symbolic coding
of words. As a case-study, the english translation of the setof Grimm Fairy Tales has
been analyzed and a bi-dimensional visual representation has been obtained using the
Sammon projection algorithm.
Experimental results show that the general organization ofthe obtained map reflects
both synctactical and semantical categories.



Fig. 1. Procedure of encoding thek-th synset of thei-th lexical set
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