Abstract. In several applicative scenarios, large quantities of data are collected and stored as free text. In many cases, the information stored has a latent schema consisting of a set of attributes, that would in principle allow to fit such textual data into an appropriate relational structure. In this paper, a novel approach for bringing to the surface the implicit attribute schema is proposed. The basic idea is to subject the available text to a \textit{progressive classification}, i.e., a multi-stage classification scheme where, at each intermediate stage, a classifier is learnt that analyzes the textual fragments not reconciled at the end of the previous steps. Classification is accomplished by ad-hoc exploitation of traditional association mining algorithms, and is supported by a data transformation scheme which takes advantage of domain-specific dictionaries/ontologies. A key feature is the capability of progressively enriching the available ontology with the results of the previous stages of classification, thus significantly improving the overall classification accuracy. An extensive experimental evaluation shows the effectiveness of our approach on real datasets.

1 Introduction

The wide exploitation of new techniques and systems for generating, collecting and storing data has made available a huge amount of information. Large quantities of such data are stored as continuous text. In many cases, this information has a latent schema consisting of a set of attributes, that would in principle allow to fit such textual data into some field structure, so that to exploit the mature relational technology for more effective information management. For instance, personal demographic information typically comprises names, addresses, zip codes and place names, which indicate a convenient organization for the these kind of data. However, the extraction of structure from textual data poses several challenging issues, since free text does not necessarily exhibit a uniform representation.

Foremost, the order of appearance of the attributes across the individual lines of text may not be fixed. In addition, their recognition is further complicated by the absence of both suitable field separators and a canonical encoding format, which is mainly due to erroneous data-entry, misspelled terms, transposition oversights, inconsistent data collection and so forth. As a concrete example, common issues in personal demographic data are the adoption of abbreviations for both proper names and common terms and the availability of multiple schemes for formatting addresses, phone numbers and birth dates.

Also, distinct records may lack different attribute values, which makes them appear with a variable structure. Yet, the same data may be fragmented over disparate data sources, which further exacerbates the aforementioned difficulties.

The notion of Entity Resolution \cite{11,9,23}, denotes a complex process for database manipulation that embraces three primary tasks. Schema reconciliation consists in the identification of a common field structure for the information in a data source. Data reconciliation is the act of discovering synonymies in the data, i.e. apparently different records that, as a matter of fact, refer to a same real-world entity. Identity definition groups tuples previously discovered as synonymies, and extracts a representative tuple for each discovered group.

In this paper, we propose RecBoost, a novel approach to schema reconciliation, that adopts classification as an effective mechanism for fragmenting free text into tuples with a common attributes structure. RecBoost works by performing two macro-steps, namely preprocessing and reconciliation. The former step is primarily thought for formatting the individual lines of text, with potentially-different encoding format, into a uniform representation. Domain-specific ontologies and dictionaries are then exploited to associate each such a token with a label denoting its ontological or syntactic category.
Reconciliation is eventually accomplished in terms of *progressive classification*, i.e., a multi-stage classification scheme where, at each intermediate stage, a classifier is learnt from the previous classification outcome, by analyzing the textual fragments not reconciled yet.

The main contributions of our study are summarized next.

- The joint exploitation of ontology and dictionary-based generalization with rule-based classification, which allows to reliably associate terms in a free text with a corresponding semantic category. This allows to fit the textual information into a proper structure with fields for each such a category.
- The introduction of *progressive classification*, as an effective mechanism for achieving an accurate schema reconciliation. At each stage of the overall classification process, a suitable rule-based classifier is learnt from the outcome of the previous stage, thus being specifically targeted at handling with those terms that have not yet been associated with any semantic category.
- An intensive experimental evaluation on real-world data, that investigates and confirms the effectiveness of our approach from several facets.

The outline of the paper is as follows. Section 2 introduces the basic notation for the problem we face, and overviews works from the literature, that are most closely related to our study. Section 3 begins by covering details on the process adopted to learn a generic rule-based classifier and, then, proceeds to examine the RecBoost methodology. This is hence exemplified in section 5. In section 6 the results of an intensive experimental evaluation are presented. Finally, section 7 draws some conclusions and highlights a number of interesting directions, that are worth further research.

## 2 Background and Related Work

To formalize the Schema Reconciliation problem, we assume the following basic definitions. An *item domain* $\mathcal{M} = \{a_1, a_2, \ldots, a_M\}$ is a collection of *items*. Let $s$ be a *sequence* $a_1, \ldots, a_m$ where $a_i \in \mathcal{M}$. The set of all possible sequences is denoted by $\mathcal{M}^*$. In general, an item $a_k$ belongs to a sequence $s$ (denoted by $a_k \in s$) if $s = a_1, a_2, \ldots, a_k, \ldots, a_m$. Moreover, we denote the subsequence $a_1, a_2, \ldots, a_{k-1}$ as $\text{pre}_s(a_k)$, and the subsequence $a_k+1, a_k+2, \ldots, a_n$ as $\text{post}_s(a_k)$.

A *descriptor* $R = \{A_1, \ldots, A_n\}$ is a set of labels. A descriptor corresponds to a database schema, with the simplification that, for each attribute label $A_i$, has the same domain $\mathcal{M}^*$ associated. Given a *descriptor* $R = \{A_1, \ldots, A_n\}$, a tuple $\tau_R$ is defined as $\{A_1: s_1; A_2: s_2; \ldots; A_n: s_n\}$, where $s_i$ is a sequence. As an example, given the descriptor $R = \{\text{NAME}, \text{ADDRRESS}, \text{CITY}\}$, a tuple for such descriptor is

\[
\{ \text{NAME: Alfred Whilem;} \\
\text{ADDRESS: Salisbury Hill, 3001;} \\
\text{CITY: London } \}
\]

Thus, our specific problem can be viewed as follows: given a descriptor (database relation) $R = \{A_1, \ldots, A_n\}$, and a data set of sequences (free text) $S = \{s_1, \ldots, s_m\}$, we want to segment each sequence $s_i$ into subsequences $s_{i1}, \ldots, s_{ik}$, such that each token $a \in s_{ik}$ is associated with the proper attribute $A_j$.

For example we may want to fit an unstructured collection of personal demographic information representing names, addresses, zip codes and places, in a proper schema with specific fields for each category, as shown in the figures below.
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The problem of harmonizing postal addresses affects large organizations like banks, telephone companies, and universities, which typically collect millions of unformatted address records. Since each address record can in principle be retrieved from a different data source (designed with different purposes), variations in the way such records are stored are far from unusual. Besides the above described, there are...
several further applicative scenarios requiring to take the schema reconciliation problem. These include bibliographic records, collections of information about products, medical sheets, etc.

The problem is clearly related with Part Of Speech (POS) Tagging and Shallow Parsing, Wrapping and, in general, with the problem of extracting structure from free text. The aim of POS Tagging is to assign labels to speech words that reflect their syntactic category. To this purpose, both statistical [14, 17, 4, 22, 12] and rule-based methods [6, 22, 15, 7] have been proposed in the literature. In practice, the basic idea behind POS tagging consists in disambiguating phrases by exploiting dictionaries and analyzing the text context surrounding the candidate entity. However, the approach fails at treating “exceptions”, i.e., words that are not included in a dictionary, such as proper names, cities, or addresses. By contrast, these are exactly the features which characterize our scenario.

As far as wrapping is concerned, most algorithms considerably rely on HTML separator tags, and on the fact that data represent a regular multi-attribute list [10]. Such approaches are not effective in domains where data do not necessarily adhere to a fixed schema. Indeed, instances in our problem are more irregular -the order of fields is not fixed, not all attributes are present, etc. The classification of an item is better performed according to its neighboring words, absolute/relative position in the string, numeric/alphanumeric characters, and so on. To our knowledge, few exception are capable of effectively dealing with such features [20, 1, 8]. For example, WHISK (proposed in [20]) can deal with missing values and permutation of fields, but it requires a “complete” training set, i.e., a set of examples including all the possible occurrences of values.

Several recent approaches to schema reconciliation rely on Hidden Markov Models (HMM) [2, 5, 18, 16]. A HMM [19] consists of a set of states and pointed edges among such states. Two particular states are the initial and the final states: The former has no incoming edges, whereas the latter has no outgoing edges. Each state of the HMM, with the exception of the initial and final ones, represents a class-label (an attribute of the relational schema) and is associated with a set of emission probabilities. Precisely, each state is associated with as many emission probabilities as terms in a dictionary containing all the terms encountered in the training phase. Moreover, edges among states are associated with transition probabilities.

Schema reconciliation with HMM can be accomplished by learning the structure of a HMM, and applying the discovered structure to unknown examples. For example, DATAMOLD [5] achieves classification by associating each term with all possible states, according to the corresponding emission probabilities. Since a term may be associated with more than one state, each sequence can in principle be mapped with multiple paths in the HMM. A path is any edge-connected route between the initial and the final states. Transition and emission probabilities are then exploited to evaluate the most likely path among the possible ones, and the terms are then classified accordingly.

The effectiveness of the approaches based on HMM strongly depends on the number of terms appearing in the training set. Furthermore, there is a significant difference with regard to the approach proposed in this paper. Indeed, a HMM classifies each sequence of terms in one step, whereas our approach foresees a segmentation of each sequence into tokens, and then a classification token by token. The latter eases the application of a pipeline of classifiers, which allow the progressively increase the classification accuracy on unknown terms.

Specifically, we employ a variant of the Apriori [3] algorithm to find associations among tokens, from which to filter suitable classification rules. This latter task is attained by adopting a variant of the Classification Based on Association - Classifier Builder (CBA-CB) algorithms [13]. The main advantage of splitting the overall classification process into various stages consists in pursuing a progressive classification. Practically, a specific classifier is adopted at each stage, which attempts at handling with those tokens that remained unclassified at the end of the previous step.

3 The RecBoost Methodology

The reconciliation of a set \( S = \{s_1, \ldots, s_m\} \) of sequences with an attribute schema \( R = \{A_1, \ldots, A_n\} \) consists in the association of each token \( a \) within the generic sequence \( s \in S \) with an appropriate attribute of \( R \).

RecBoost pursues text reconciliation via term generalization. Precisely, two types of generalizations are involved, namely syntactic and ontological analysis, and contextual generalization. The former aims at labelling textual tokens with their syntactic or ontological categories. The latter employs knowledge of the relationships among textual tokens, ontological categories and schema attributes, for assigning each token to a proper schema attribute.
As an example, a token \( a \) composed by multiple consecutive digits may be ontologically denoted as a number. Subsequently, the contextual presence on the same sequence containing \( a \) of the further ontological labels city and street (which directly follow and precede \( a \)), may determine the reconciliation of \( a \) with an attribute address of the schema descriptor.

Subsections 3.1 and 3.2 respectively delve into the details of syntactic and contextual analysis.

### 3.1 Syntactic and Ontological Analysis

RecBoost exploits a user-defined domain ontology in order to preprocess sequences within \( S \). In practice, a domain ontology is specified as \( G = \langle L, \prec, A \rangle \), where

- \( L \) is a set of categories,
- \( \prec \) is a precedence relation defined on \( L \), and
- \( A \) is a set of rules of the form

\[
\text{if } \text{ Condition } \text{ then } \text{ Action }
\]

Intuitively, \( L \) represents a set of ontological concepts, which can be exploited in order to generalize tokens within a sequence. Such concepts are structured in a concept hierarchy, specified by the \( \prec \) relation. Figure 1 exemplifies a set of concepts and their hierarchical relation. For example, the concept NUMBER is related to 3 subconcepts, namely ZIP-CODE, PHONE and CIVIC-NUMBER.

Rules in \( A \) are useful to specify background knowledge about the domain under consideration, and are meant to provide a transformation of a set of tokens appearing in a sequence. Specifically, \( \text{Condition} \) specifies a pattern-matching expression defined over the tokens of a sequence, and \( \text{Action} \) specifies some actions to take on such tokens. We consider two main actions, here. The first is a labeling action, which substitute a token (or a set of tokens) with a concept in \( L \). An example rule specifying such an action is

\[
r_1: \quad \text{if } a \text{ is a four-digits token} \quad \text{ then } \text{replace } a \text{ with ZIP-CODE}
\]

We can also specify restructuring actions, which operate on a set of tokens by applying basic transformation operations (such as deleting, merging or segmenting). An example is

\[
r_2: \quad \text{if } a_i \text{ is a four-digits token} \quad \text{and } a_{i+1} \text{ is a token containing digits} \quad \text{ then } \text{merge } a_i \text{ and } a_{i+1} \text{ into a new token } a
\]

We also assume that some rules can be supported by user-defined dictionaries. For example, the rule

\[
r_3: \quad \text{if } a \in \text{Dictionary} \quad \text{ then } \text{replace } a \text{ with TOPONYM}
\]

specifies that each token appearing in the set \( \text{Dictionary} \) of all known toponyms (such as street, road, blvd, and so on) can be generalized with the category TOPONYM in \( L \).

By exploiting \( G \), syntactic generalization performs two steps. First, it transforms the original sequences in \( S = \{s_1, \ldots, s_n\} \) into a new set \( S' = \{s'_1, \ldots, s'_n\} \), where each sequence \( s'_i \) is obtained from \( s_i \) by
applying the rules in $\mathcal{A}$.\footnote{Notice that, since multiple matching preconditions can hold for the same set of tokens, rules in $\mathcal{A}$ are applied in a user-defined order. In the above example, $r_2$ has a precedence on $r_1$, since in principle a token containing 4 digits can be interpreted as a zip code if and only if it is not followed by a new number (in which case is has to be interpreted as an area code in a phone number).} Second, the available tokens in each sequence are further generalized by an ad-hoc exploitation of the hierarchy described by the $\triangleleft$ relation. The exploitation is a direct result of a cooperation with contextual analysis, which reconciles tokens in $S'$ as described in the next subsection.

3.2 Contextual Analysis

This steps is meant to associate tokens in $S$ with their corresponding attribute in $R$. We approach the problem from a supervised learning perspective. Formally, we assume that there exists a function $\lambda : \mathcal{M}^* \mapsto \mathcal{M} \mapsto R$ that, for each sequence $s \in \mathcal{M}^*$, labels a token $a$ into a schema attribute $A_j$, namely $\lambda_s(a) = A_j \in R$. Hence, the problem can be stated as learning $\lambda$ from a training set $T$ such that, for each sequence $s \in T$ and for each token $a_i \in s$, the label $\lambda_s(a_i)$ is known.

In order to correctly classify each token $a_i \in s$, information about its context is needed. The “context” of a generic token $a_i \in s$, is the set of all the items preceding and following $a_i$ in $s$. Thus, we hold the context of $a_i$ introducing the notation:

$$\text{feature}_s(a_i) = (\text{pre}_s(a_i), a_i, \text{post}_s(a_i))$$

The set $T = \{(\text{feature}_s(a), \lambda_s(a)) | s \in T, a \in s\}$ represents the training set for our classification problem.

The idea beyond contextual analysis is to examine the context $\text{feature}_s(a)$ of a each token $a$ within any sequence $s$, in order to learn meaningful associations among groups of tokens of $S$. These associations can be then exploited to learn a rule-based classifier, that associates each individual token in $S$ with an attribute in $R$.

In practice, our objective is to build a classifier $C : \mathcal{M} \mapsto (\mathcal{M} \cup \mathcal{L} \cup R)^* \mapsto R$, specified by rules of the form

$$\text{if } \text{Condition} \text{ then } \lambda_s(a) = \text{Class}$$

Here, $a$ and $s$ represent, respectively, token and sequence variables. Moreover, $\text{Condition}$ represents a conjunction of terms, and $\text{Class}$ represents an attribute in $R$. Terms in $\text{Condition}$ can be specified in three different forms: either as $a = v$, $v \in \text{pre}_s(a)$ or $v \in \text{post}_s(a)$, where $v$ is any constant in $\mathcal{M} \cup \mathcal{L} \cup R$.

Learning a Rule-based Classifier We here discuss the process of distilling a rule-based classifier from a training set $T$, for which the correspondences between tokens in $T$ and labels are known. A holdout approach is adopted to partition $T$ into a validation set $V$ and an actual training set $D = T - V$. The goal is learning a classifier from $D$ that has highest accuracy on $V$.

In principle, any rule-based classifier could be used here. However, we found that classification based on association rules is more effective in this setting than, e.g., traditional algorithms based on decision-tree learning. The intuition behind the above statement is that association rules are better suited to detect local patterns which hold “locally” on small subsets of $D$. This is especially true when $D$ is large, and contains many contrasting specificities across individual sequences. By contrast, decision trees represent global models, which are hardly able to capture such specificities without incurring into the overfitting phenomenon. In addition, the intrinsic unstructured nature of the feature space to analyze does not allow an immediate application of decision-tree learning techniques, whereas association rules mining techniques naturally fit the domains under consideration.

A variant of the Apriori algorithm [3] is exploited to extract from the explicit representation of token contexts, $D = \{(\text{feature}_s(a), A) | s \in D, a \in s, A \in R\}$, a set of association rules that meet pre-specified requirements on their support and confidence values and whose consequents are narrowed to individual schema attributes. A classifier can hence be built on the basis of such discovered rules, by selecting the most promising subset, i.e., the subset of rules which guarantees the maximal accuracy. To this purpose, we adopted the CBA-CB method [13], which allows an effective heuristic search for the most accurate association rules. Its basic idea is succinctly elucidated next.

A precedence-operator is exploited as a total order among the association rules in $D$. Formally, given any two rules $r_i$ and $r_j$, $r_i$ is said to have a higher precedence than $r_j$, which is denoted by $r_i \prec r_j$, if:
1: \text{Classifier} := \emptyset;
2: \text{CARs} := \text{sort}(\text{CARs});
3: \textbf{for all } r \in \text{CARs} \textbf{ do}
4: \quad \text{temp} := \emptyset;
5: \quad \text{marked} := \text{false};
6: \quad \textbf{for all } t \in T \textbf{ do}
7: \quad \quad \textbf{if } t \text{ satisfies conditions of } r \textbf{ then}
8: \quad \quad \quad \text{temp} := \text{temp} \cup \{t\}
9: \quad \quad \quad \text{marked} := \text{true}
10: \quad \textbf{end if}
11: \quad \textbf{end for}
12: \quad \textbf{if marked} \textbf{ then}
13: \quad \quad \text{insert } r \text{ at the end of } \text{Classifier};
14: \quad \quad \text{delete all cases in } \text{temp} \text{ from } T;
15: \quad \textbf{end if}
16: \textbf{end for}

\textbf{Fig. 2.} A naive scheme for learning a rule-based classifier

1. the confidence of \( r_i \) is greater than that of \( r_j \), or
2. their confidences are the same, but the support of \( r_i \) is greater than that of \( r_j \), or
3. both confidences and supports are the same, but the antecedent of \( r_i \) is shorter than \( r_j \).

Hence, a classifier can be formed by choosing a set of high precedence rules to cover \( D \). The resulting classifier can be modelled as:
\[ \langle r_1, r_2, \ldots, r_n \rangle \]
where \( r_i \in D \), \( r_a < r_b \) if \( b > a \). While considering an unseen case of \( D \), the first rule that covers the case also classifies it. Clearly, if no rule applies to a given case, the case is unclassified.

The CBA-CB approach assumes that:

1. each case in the training set \( D \) is covered by the rule with the highest precedence among those that can actually cover the case;
2. every rule in the classifier correctly classifies at least one remaining case in \( D \), when it is chosen.

In principle, the fulfillment of both conditions can be guaranteed by a naive search scheme such as the one in fig. 2. The algorithm starts (row 2) by sorting all the rules in \( D \) by their mutual precedence. This guarantees the fulfillment of condition 1. Hence, the classifier is built by progressively selecting rules from the resulting sequence of sorted rules. A temporary set \( \text{temp} \) (row 4) and a boolean value \( \text{marked} \) (row 5) are exploited to the purpose of processing each rule \( r \) in the sequence. Precisely, the idea is to find cases in \( D \), that are covered by \( r \) and to accordingly update both \( \text{temp} \) and \( \text{marked} \) (row 6-11). For each rule \( r \) that correctly classifies at least one case two actions are performed: the insertion of \( r \) at the end of the classifier and the consequent deletion of the cases covered by \( r \) itself from \( D \) (row 12-15). Clearly, rules that classify no cases are discarded.

We further acted on the scheme shown in fig. 2 by implementing a post-processing strategy, which aims at further improving the classification accuracy of the discovered rules. The postprocessing is mainly composed by attribute and rule pruning. The idea behind attribute pruning consists in removing items from classification rules, whenever this does not worsen the error rate of the resulting classifier. The validation set \( V \) is exploited to assess classification accuracy. Precisely, let \( r \) be a generic classification rule containing at least two terms in the antecedent. Also, assume that \( s \) denotes a generic sequence in \( V \) and that \( x \) represents a token within \( s \). The error \( r_x \) of rule \( r \) on \( x \) is a random variable
\[ r_x = \begin{cases} 1 & \text{if } r \text{ misclassifies } x \\ 0 & \text{otherwise} \end{cases} \]

Hence, the overall error of \( r \) on \( V \) can be defined as follows
\[ E(r) = \frac{1}{n_V} \sum_{x,s/x \in s, s \in V} r_x \]
where \( n_V \) indicates the overall number of tokens within \( V \). A new rule \( r' \) can now be generated by removing from the antecedent of \( r \) any of its terms. We replace \( r \) by \( r' \) if two conditions hold, namely \( E(r') < E(r) \) and the discrepancy \( E(r) - E(r') \) is statistically relevant. To verify this latter condition, we exploit the fact that for \( n_V \) large, the distribution of \( E(r) \) approaches the normal distribution. Hence, we compute a \( \tau \% \) confidence interval \([\alpha, \beta]\), whose lower and upper bounds are respectively given by

\[
\alpha = E(r) - c_\tau \sqrt{\frac{E(r)(1 - E(r))}{n_V}}
\]

and

\[
\beta = E(r) + c_\tau \sqrt{\frac{E(r)(1 - E(r))}{n_V}}
\]

where, constant \( c_\tau \) depends on the confidence threshold \( \tau \). The above interval represents an estimate for the actual error of rule \( r \).

Finally, we retain \( r' \) instead of \( r \), if it holds that \( E(r') < \alpha \). In such a case, we analogously proceed to attempt at pruning further items from the antecedent of \( r' \). Otherwise, we reject \( r' \).

Rule pruning instead aims at reducing the number of rules in a classifier. As in the case of attribute pruning, the idea consists in removing rules from a classifier, whenever this does not worsen the accuracy (on some test set) of the resulting classifier. To this purpose, all rules in a classifier are individually evaluated on the basis of their precedence order. A generic rule \( r \) is removed, if one of the following conditions holds:

- \( r \) does not cover a minimum number of cases in \( V \);
- the accuracy of \( r \) on \( V \) is below a minimum threshold;
- the removal of \( r \) from the classifier increases its overall accuracy on \( V \).
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Fig. 3. Training and Classification phases in the RecBoost methodology.

## 4 RecBoost Anatomy

Association rules for classification allow to tune the underlying classification model to a local sensitivity. However, in principle their adoption can yield a high number of unclassified tokens. In a reconciliation scenario, this is due to the presence of unknown or rare tokens, as well as errors in the text to segment. The adoption of concept hierarchy alleviates such an effect—and indeed it has already been adopted in traditional approaches based on HMM [2, 5]. The novelty in the RecBoost reconciliation methodology relies on a finer cooperation between syntactic/ontological analysis and contextual analysis. The reiteration of the process of transforming tokens and learning a rule-based classifier allows progressive classification, i.e., the adoption of multiple stages of classification for more effective text reconciliation. Precisely, a pipeline \( C = \{C_1, \ldots, C_k\} \) of rule-based classifiers is exploited to this purpose. Here, the generic classifier \( C_i \), \( i = 2, \ldots, k \), is specifically learnt, as discussed in subsection 3.2, to classify all those tokens, that were not reconciliated at the end of step \( i - 1 \). The length \( k \) of the classification pipeline is chosen in order to achieve an optimal overall classification accuracy.
Let $s$ be a sequence of $S$ and $a$ a token within $s$. The behaviour of $C_i$ can be formally described in terms of a partial mapping $C_i = (\mathcal{M} \times \mathcal{G} \cup R)^* \rightarrow \mathcal{M} \rightarrow R$. The behavior of $C_i$ relies on a specific training set $T_i$, that is obtained from $T_{i-1}$ by adding domain information as resulting from the classifier $C_{i-1}$. Given a sequence $s \in T_{i-1}$, the idea is evaluating the set $X_s$ of tokens in $s$, that are not covered by any rule of $C_{i-1}$, by enriching the domain information in $\mathcal{G}$ with a new set of rules directly extracted from the set of classification rules in $C_{i-1}$. Specifically, each classification rule $r \in C_{i-1}$

\[
\text{if } \text{Condition} \quad \text{then } \lambda_s(a) = \text{Class}
\]

is transformed into a labeling rule $r'$

\[
\text{if } \text{Condition} \quad \text{then replace } a \text{ with Class}
\]

and the new rule $r'$ is added to the set $\mathcal{A}$ of rules available for syntactic analysis. Then, syntactic analysis is applied to each sequence $s$ in $T_{i-1}$, and the resulting transformed sequences are collected in $T_i$. A new training set $T_i$ is then generated by collecting, for each sequence $s \in T_i$ and each token $a \in X_s$, the tuples $(\text{feature}_s(a), \lambda_s(a))$. Notice that there is a direct correspondence between the context $\text{feature}_s(a)$ computed at step $i$ and the context computed at step $i - 1$. Indeed, the new context $\text{feature}_s(a)$ follows from the context of $a$ within $T_{i-1}$ by replacing each token $b \notin X_s$ of $s$ with its corresponding attribute $C_{i-1}(b)$.

The above detailed methodology is supported by three main components, namely a preprocessor (tokenizer), a classifier learner and a postprocessor. The components cooperate both in the training and in the classification phases, as detailed in fig. 3. In the following, we explain the role played by each of the aforementioned modules in the methodology. Section 5 provides a running example that better elucidates the overall classification process.

### 4.1 Preprocessor

A cleaning step is initially performed by this component, to the purpose of encoding the initial data sequences of a free text $S$ into a uniform representation. This phases involves typical text processing operations, such as the removal of stop-words, extra blank spaces, superfluous hyphens and so forth.

The preprocessor then proceeds to split free text into tokens. The main goal of this phase is to recognize domain-dependent symbol-aggregates (e.g. acronyms, telephone numbers, phrasal construction, and so on) as single tokens. As an example, aggregates such as 'I B M', 'G. m. b. H.' or 'as well as' are more significant as single units, rather than as sequences of words in the text. The identification of symbol aggregates as well as domain/specific cleaning steps are accomplished by using domain-specific transformation rules suitably defined in $\mathcal{G}$.

### 4.2 Classifier Learner

The classifier learner is responsible for producing an optimal set of classification rules, as shown in fig. 3(a). It consists of four main elements: a generalizer, an association rule miner, a filter for classification rules and a classifier pruner.

The generalizer performs ontological generalization, by exploiting the labeling rules and the $\circ$ relationship defined in $\mathcal{G}$. Its role is mainly to enable the discovery of accurate association/classification rules, by providing an adequate degree of generalization among the data which effectively support the generation of rules frequent and not trivial. To accomplish this task, the generalizer enables the labeling rules in $\mathcal{A}$. Next, for each label replacing a token in the sequence, the related concept hierarchy is inspected, and an adequate degree of generalization for it is detected. The latter operation is performed in cooperation with the association rule miner, which implements the mining strategy described in [21] and is targeted at extracting a complete set of association rules on the basis of given constraints on their minimum support and confidence.

Finally, the classification-rule filter distillates a classifier from the discovered association rules, and the classifier pruner attempts to reduce the overall size of a classifier by means of techniques for attribute and rule pruning. These techniques are detailed in section 3.2.
4.3 Postprocessor

The postprocessor rebuilds the sequences reconciled by a rule-based classifier, at any stage of progressive classification, by fitting them into a relational structure with schema $R$, as shown in fig. 3(b). This is accomplished by interpreting each (partially) reconciled sequence as a structured tuple, and organizing the tokens that have been so far reconciled as a collection of values for their corresponding schema attributes. Postprocessing enables progressive reconciliation: at any stage, a classifier is specifically learnt for dealing with those sequence tokens, that were not reconciliated at the end of the previous stage.

The postprocessor is also used in support of the training phase, as shown in fig. 3(a). There, its main role is to prepare the $i$-th training set $T_i$ by generalizing the tokens in each sequence $s \in T_{i-1}$ via the application of the rules in $C_{i-1}$.

5 An Illustrative Example

We elucidate the overall RecBoost methodology, by exemplifying the reconciliation of a collection of personal demographic information, shown in the figure below, in compliance with the attribute descriptor $R = \{NAME, ADDRESS, ZIP, CITY\}$.

<table>
<thead>
<tr>
<th>PRE</th>
<th>WORD</th>
<th>POST</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Harry Hacker</td>
<td>TOPOONYM Boulevard ZIP London</td>
</tr>
<tr>
<td>Harry</td>
<td>Hacker</td>
<td>TOPOONYM Boulevard ZIP London</td>
</tr>
<tr>
<td>Harry Hacker</td>
<td>TOPONYM</td>
<td>Boulevard ZIP London</td>
</tr>
<tr>
<td>Harry Hacker</td>
<td>TOPONYM</td>
<td>Boulevard ZIP London</td>
</tr>
<tr>
<td>Harry Hacker</td>
<td>TOPONYM</td>
<td>Boulevard ZIP London</td>
</tr>
<tr>
<td>Harry Hacker</td>
<td>TOPONYM</td>
<td>Boulevard ZIP London</td>
</tr>
</tbody>
</table>

Fig. 4. Pre-word-post representation

In particular, we assume to exploit a dictionary $D$, containing all known toponyms, and a domain-specific ontology $G = (\mathcal{L}, \prec, \mathcal{A})$, such that $\mathcal{A}$ consists of the following ontological rules:

\begin{align*}
| r_1 & \text{if} & a \text{ is a four-digits token } & \text{then replace } a \text{ with ZIP-CODE} \\
| r_2 & \text{if} & a \text{ is a token of more than four digits } & \text{then replace } a \text{ with PHONE-NUMBER} \\
| r_3 & \text{if} & a \text{ is a token of type } \text{ddd} - \text{dd} - \text{dddd} & \text{and } d \text{ is a digit } \\
& & & \text{then replace } a \text{ with SSN} \\
| r_4 & \text{if} & a \in \text{Dictionary} & \text{then replace } a \text{ with TOPONYM} \\
\end{align*}

The example data collection is corrupted by noise, i.e. by the absence of a uniform representation for all of its constituting sequences. Indeed, a comparative analysis of their formatting encodings reveals that:

- there is a telephone number in sequence $s_1$ that has to be discarded, since it is not expected by the descriptor $R$.
– character ‘-1 is employed in sequence $s_1$ as separator between the words Northern and Boulevard, that are in turn delimited by double quotes;
– brackets are exploited to separate the zip-code information in sequence $s_1$;
– three non-relevant dots precede the address information in sequence $s_2$;
– two hyphens in sequence $s_3$ demarcate the word Brooklyn;
– there is a social security number (SSN) in sequence $s_3$ that has to be discarded, since it is not expected by the descriptor $R$.

The identification of a uniform representation format for all the individual sequences in the textual database enables an effective segmentation of such sequences into tokens and, hence, a reliable reconciliation. A preprocessing step is performed to this purpose.

5.1 Preprocessing

At this step, spurious characters are removed from the available data sequences, to the purpose of formatting them into a same encoding style. The resulting sequences are subsequently segmented into meaningful tokens. The output of this step is represented in the figure below.

| $s_1$  | Harry | Hacker | 3482598781 | Northern | Boulevard | 3001 | London |
| $s_2$  | C     | Cracker| Salisbury | Hill     | Flushing |      |        |
| $s_3$  | Tony  | Tester | Johnson  | Avenue   | 2        | Brooklyn | 323-45-4532 |

The fragmented text is now subjected to a pipeline of rule-based classifiers, that reconcile groups of tokens across the individual sequences $s_1, s_2, s_3$ with the attributes in $R$.

For the sake of convenience, we assume that two stages of classification allow the accomplishment of an actual reconciliation. Furthermore, since progressive classification involves a similar processing for each sequence in the tokenized text, we proceed to exemplify the sole reconciliation of $s_1$.

5.2 Progressive Classification

Progressive classification divides into syntactic and contextual analysis.

**Syntactic Analysis** This step performs token generalization. Here, the exploitation of the above ontological rules allow the generalization of a number of tokens in $s_1$ as shown below:

| Harry | Hacker | PHONE | TOPONYM | Boulevard | ZIP | London |

where labels denoting ontological categories are enclosed between stars. To this point, $s_1$ undergoes two levels of contextual analysis.

**First-level Classifier** A classifier is generally distilled from the analysis of the relationships among textual tokens, ontological categories and, also, attributes in the context of each token within the generalized sequences at hand. In particular, being $s_1$ composed of six tokens, a first-level classifier is learnt from the six context representations $feature_{s_1}(a) = \langle pre_{s_1}(a), a, post_{s_1}(a) \rangle$, shown in fig. 5, where $a$ is any token of $s_1$.

We suppose that the resulting classifier includes the following classification rules:

if $pre_{s_1}(a) = \emptyset \land \{*TOPONYM*, *ZIP*\} \in post_{s_1}(a)$
then $\lambda(a) = NAME$

if $a = *TOPONYM* $
then $\lambda(a) = ADDRESS$

if $\{*TOPONYM*\} \in pre_{s_1}(a) \land \{*ZIP*\} \in post_{s_1}(a)$
then $\lambda(a) = ADDRESS$
if \( a = \ast ZIP \ast \)
then \( \lambda(a) = ZIP \)

if \( \{ \ast TOPONYM \ast, \ast ZIP \ast \} \in \text{pre}_s(a) \quad \wedge \quad \text{post}_s(a) = \emptyset \)
then \( \lambda(a) = \text{CITY} \)

Notice that, at this stage of contextual analysis, \( s_1 \) does not include attribute labels. Hence, reconciliation takes into account relationships among ontological labels and textual tokens. These enable the reconciliation of tokens \( \ast TOPONYM \ast, \text{Boulevard, London and \ast ZIP \ast} \), but fail in dealing with \( \ast PHONE \ast \) and \( \text{Hacker} \). In particular, this latter token is not covered by the rule that classified \( \text{Harry} \), since \( \text{pre}_s(\text{Hacker}) = \{\text{Harry}\} \neq \emptyset \).

At the end of this step of classification, sequence \( s_1 \) assumes the following form:

\[
\begin{array}{cccccccc}
\text{NAME} & \text{Hacker} & \ast PHONE \ast & \text{ADDRESS} & \text{ADDRESS} & \text{CITY} & \text{ZIP} \\
\end{array}
\]

where reconciliated tokens are replaced by their corresponding attribute labels, enclosed between square brackets.

**Second-level classifier**  Contextual analysis is reiterated to reconcile those tokens that were not associated with a schema attribute at the end of the previous step. There are only two such tokens in \( s_1 \) and, hence, a classifier is learnt from the two context representations below:

\[
\begin{array}{cccccccc}
\text{PRE} & \text{WORD} & \text{POST} \\
\text{NAME} & \text{Hacker} & \ast PHONE \ast & \text{ADDRESS} & \text{ADDRESS} & \text{CITY} & \text{ZIP} \\
\text{NAME} & \text{Hacker} & \ast PHONE \ast & \text{ADDRESS} & \text{ADDRESS} & \text{CITY} & \text{ZIP} \\
\end{array}
\]

We here assume that the resulting classifier consists only of the following rule:

if \( \{\text{NAME}\} \in \text{pre}_s(a) \quad \wedge \quad \{\text{ADDRESS}, \text{ZIP}\} \in \text{post}_s(a) \)
then \( \lambda(a) = \text{NAME} \)

Such a rule further generalizes \( s_1 \) into

\[
\begin{array}{cccccccc}
\text{NAME} & \text{NAME} & \ast PHONE \ast & \text{ADDRESS} & \text{ADDRESS} & \text{CITY} & \text{ZIP} \\
\end{array}
\]

Notice that \( \ast PHONE \ast \) is still not reconciliated, since no the classification rule does not apply to it.

### 5.3 Postprocessor

The postprocessor rebuilds the original sequence \( s_1 \), by fitting its corresponding tokens in a suitable structure defined by the descriptor \( R = \{\text{NAME, ADDRESS, ZIP, CITY}\} \).

\[
\begin{array}{cccc}
\text{NAME} & \text{ADDRESS} & \text{ZIP} & \text{CITY} \\
\text{Harry Hacker} & \text{Northern Boulevard} & \text{3001} & \text{London} \\
\end{array}
\]

Notice that the structure above exactly complies with \( R \). However, in some cases, it may be useful to add an extra column \( \text{NOISE} \), to the purpose of tracing all the original tokens. This would correspond to the figure below:

\[
\begin{array}{cccccc}
\text{NAME} & \text{ADDRESS} & \text{ZIP} & \text{CITY} & \text{(NOISE)} \\
\text{Harry Hacker} & \text{Northern Boulevard} & \text{3001} & \text{London} & \text{3482598781} \\
\end{array}
\]

### 6 Experimental Evaluation

In this section we describe the experimental evaluation we performed on the proposed methodology. Experiments were mainly aimed at evaluating the classification accuracy obtained by the progressive classification methodology nested in the RecBoost approach, and to evaluate its dependency from the set of parameters which are needed to tune the system.
To this purpose, we tested our system on a real-life demographic database, containing information about the issue-holders of credit situations in a banking scenario. The dataset consisted of 24,000 sequences, with an average of 8 tokens per sequence. We used 4,000 sequences to exploit classification, and exploited the remaining 20,000 for testing purposes. In summary, the total number of tokens to exploit for validation was 162,879. The schema to reconcile consisted in the fields Name, Address, Zip, State/Province, and City.

In an initial set of experiments, we classified the data without exploiting ontologies and multiple classification stages. In these trials, the support constraint was fixed to 0.5%, with confidence ranging from 40% to 100%. Figure 5(a) describes the result of classification. Each bar in the graph describes the percentage of correctly classified tokens, together with the percentages of misclassified and unclassified tokens. As we can see, an acceptable degree of accuracy is obtained by keeping the confidence rate be under 85%. By using a confidence value of 40%, the percentage of correctly classified tokens reaches the 93% but all the remaining data are misclassified.

Figure 5(b) describes the accuracy of the classifier with the adoption of a domain-specific concept hierarchy. The benefits connected with the exploitation of an ontology are evident. It is worth noticing that, in both the examined cases a confidence rate of 100% guarantees a percentage of misclassified data which is nearly zero.

A further substantial increase in classification accuracy is obtained with the adoption of progressive classification. Figure 5(c) describes the result obtained by applying a second-level classifier to the unclassified cases of a previous stage of classification. In detail, the input of the second-level classifier is the output of the first-stage classifier built by using a support of 0.5% and a confidence of 100%. In both stages of classification, an ontology is used to support both preprocessor and generalizer. Again, support was set to 0.5% and the confidence value was ranged between 95% and 80%. As shown in figure 5(c), with a confidence threshold of 95%, the second-level classifier is able to correctly classify 62% of the data unlabeled in the previous stage, keeping the misclassification rate around 2%. By combining such a result with the results of the first-level classifier, we obtain nearly the 91% of correctly classified data, less than 1% of misclassified data and nearly the 8% of unclassified data.

In general, a multi-stage classification leads to an increase in the number of correctly classified tokens. Notice, however that, since each stage of classification introduces a certain amount of misclassified tokens, the overall misclassification rate is increased. In order to study such an increase rate, figures 6 and 7 show both the variations in accuracy and in the number of unclassified tokens, using either one, two or three stages of classification. Here, accuracy is defined as the rate of correctly classified tokens, w.r.t. the total of classified. The graphics are plotted for different values of confidence and support of the first-level classifier. (In particular, in figures 6(b) and 7(b), the support is set to 0.5% and a varying confidence, whereas figures 6(a) and 7(a) exhibit a confidence fixed to 98% and a varying support). Support and confidence constraints for the other stages are fixed to 0.5% and 98% respectively. As we can see, the
loss in accuracy is limited, and the gain in terms of unclassification rate is relevant. In particular, the difference between the exploitance of one and two levels of progressive classification is quite significative.

Since the efficiency of the approach is related to the number of rules to apply, in Figure 8 we study the number of rules involved in the classification by exploiting either one, two or three stages of classification. In particular, in figure 8(a) the first level classifier confidence is kept at 98% and the support varies between 0.5% and 5%, whereas in figure 8(b) the first level classifier support is fixed at 0.5% and the confidence varies between 91% and 100%. In general, a decrease in the support or the confidence causes an increase in the overall number of classification rules discovered. However, from experimental evaluations, it emerges that the average number of rules actually applied in the classification process does not significantly vary. This is testified by the bold hatched line in both subfigures, which represent such an average value. As we can see, the number of rules applied fluctuates around 50% of the total number of rules obtained with maximum support and confidence constraints.

Finally, table 9 shows the confusion matrix obtained by fixing support and confidence respectively to 0.05% and 98%. As we can see, errors are mainly due to the misclassifications involving the *Address* attribute. This is somehow expected, since in principle such an attribute should include the majority of
tokens in a sequence. Notwithstanding, the table exhibits significant values of precision and recall for all the involved attributes.

<table>
<thead>
<tr>
<th></th>
<th>Name</th>
<th>Address</th>
<th>Zip</th>
<th>State/Province</th>
<th>City</th>
<th>Unclassified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>5175</td>
<td>287</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>4822</td>
</tr>
<tr>
<td>Address</td>
<td>541</td>
<td>51678</td>
<td>0</td>
<td>0</td>
<td>217</td>
<td>4364</td>
</tr>
<tr>
<td>Zip</td>
<td>0</td>
<td>0</td>
<td>12819</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>State/Province</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11374</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>City</td>
<td>9</td>
<td>242</td>
<td>0</td>
<td>0</td>
<td>21267</td>
<td>4079</td>
</tr>
</tbody>
</table>

Fig. 9. Confusion matrix on the overall system

7 Discussions and Future Works

The contribution of this study is RecBoost, a novel approach to schema reconciliation, that fragments free text into tuples of a relational structure with a specified attribute schema. Within RecBoost, the most salient features are the combination of ontology based generalization with rule-based classification for more accurate reconciliation, and the adoption of progressive classification, as a major avenue towards exhaustive text reconciliation. An intensive experimental evaluation on real-world data confirms the effectiveness of our approach.

Three main directions are worth further research. Precisely, we plan to investigate the development of an unsupervised approach to the induction of an attribute descriptor from a free text. This would still allow reconciliation, even in the absence of any actual knowledge about the textual information at hand.

Furthermore, the identification of a fully-automated technique for setting the parameters of progressive classification, in terms of required classification stages, is a valuable enhancement. Such a facility would indeed enable to naturally fix the parameters of the system, on the basis of the inherent features of the text at hand, rather than relying on pre-specified estimates.

Finally, we intend to examine the exploitation of RecBoost in the context of the Entity Resolution process, to the purpose of properly filling in missing fields and rectifying both erroneous data-entry and transpositions oversights.
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