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Abstract

In AT theory and applications, default logic is used to describe regular behavior
and normal properties. In this paper, we suggest to exploit default logics in a
somewhat different way, that is, using this formalism for detecting outliers, that
denote individuals who behave in an unexpected way or feature abnormal properties.
The ability to locate outliers can help in keeping knowledge base integrity and
singling out rregularities in stored knowledge about individuals. In this paper
we first formally define the notion of an outlier and an outlier witness. Then,
we illustrate potential interesting applications for the presented notions. We then
analyze the computational complexity associated with finding outliers. We show
that several versions of the outlier detection problem all lie over the second level
of the polynomial hierarchy. For an example, the question of establishing if at
least one outlier can be detected in a given propositional default theory is ¥£-
complete under polynomial time transformation. The fact that outlier detection
involves heavy computation is a challenge, but many times the queries involved can
be executed off-line, thus relieving the problem in some sense. In addition we show
that outlier detection can be done in polynomial time for the class of acyclic normal

*A preliminary an partial version of this work appears in the Proceedings of the International Joint
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unary defaults and the class of acyclic dual normal unary defaults. Finally, we also
discuss the relationship of outlier detection and abduction in default theories.

Keywords: computational complexity, data mining, knowledge representation, nonmonotonic
reasoning.

1 Introduction

Default logics were developed as a tool for representing and reasoning with incomplete
knowledge. Using the default rules, we are able to describe how things work in general.
Then, using the default rules, we can make some assumptions about individuals and draw
conclusions about their properties and behaviour.

In this paper, we would like to suggest a somewhat different usage for default rules.
The basic idea is as follows. Since default rules are used for describing regular behaviour,
we can exploit them for detecting individuals or elements who do not behave normally
according to the default theory at hand. In a sense, an outlier is a property of an element
to which no logical justification can be associated within the theory.

This can be of help in several applications context, e.g., to single out exceptional
behaving individuals or system components. Note that, here, exceptions are not explicitly
listed in the theory as “abnormals”, as often done in logical-based abduction. Rather, the
“abnormality” is singled out exactly because some of the properties characterizing them
does not have a justification within the theory at hand.

For example, suppose that it usually takes about two seconds to download a one-
megabyte file from some server. Then, one day, the system is slower - instead four seconds
are needed to perform the same task. While four seconds may be a good performance it
is helpful to find the source of the delay. Another example might be that someone’s car
breaks are making a strange noise. Although they seem to be functioning properly, this is
not normal behavior and the car should be serviced. So, if the truth of the fact denoting
the occurrence of the noise is not supported by the rest of the theory, then we would
be allowed to conclude that such a noise wouldn’t be there, singling out an exceptional
situation, that is, an outlier.

Another usage of outlier detection would be for examining database integrity. If an
abnormal property is discovered in a database, the source who reported this observation
would have to be double-checked.

Detecting abnormal properties, that is, detecting outliers, can also lead to an update
of the default rules. Suppose we have the rule that birds fly, and we observe a bird, say
Tweety, that does not fly. So, we might report to the knowledge engineer the occurrence
of such outlier in the theory, which should lead the engineer to update the knowledge
base, for instance, with the properties that Tweety is a penguin, and penguins do not fly.

In this paper, we shall formally state the ideas briefly sketched above within the context
of Reiter’s default logic. In this paper, we concentrate on the propositional fragment of
default logic although the generalization of such ideas to the realm of first-order defaults



is also worth exploring. So, whenever we use a default theory with variables (e.g., in some
of the following examples), we refer to it as an abbreviation of its grounded version.

The rest of this paper is organized as follows. In Section 2 we give preliminary defini-
tions as well as we formally define the concepts of outlier and related notions. In Section
3 we discuss the complexity of finding outliers in general propositional as well as in dis-
junction free default logics. Then, in Section 4 we describe some tractable cases. Section
5 reports about the relationship of outlier detection and abduction in default theories
and of outlier detection in logic and in data. Finally, in Section 6 we are drawing our
conclusions.

2 Definitions

In this section we provide preliminary as well as new definitions for concepts we will be
using throughout the paper.

2.1 Preliminaries
2.1.1 Default logics

Let T be a propositional theory. Then 7™ denotes its logical closure. Let S be a set of
propositional formulas, then —.5 denotes the set of all formulas that are the negation of
some formula in S.

Default logic was introduced by Reiter [25]. A propositional default theory A is a pair
(D, W) consisting of a set W of propositional formulas and a set D of default rules. A
default rule 6 has the form

a:Bi,...,Bm
Y
where «, each 3;, 1 <7 < m, and v are propositional formulas. In particular, « is called
the prerequisite, (1, ..., By the justification, and «y the consequent (or conclusion) of o.

The prerequisite could be missing, while justification and consequent are required. If the
conclusion of a default rule occurs in the justification, the rule is said to be semi-normal,
while if the conclusion is identical to the justification the rule is said to be normal. A
default theory containing only (semi-)normal defaults is said to be (semi-)normal.

Given a default rule §, we denote by pre(d), just(d), and concl(d), respectively, the
prerequisite, justification, and consequent of 4. Given a set R = 41, ..., 0, of default rules,
we denote by pre(R), just(R), and concl(R), respectively, the sets {pre(dy), ..., pre(d,)},
{just(61), ..., just(d,)}, and {concl(d1),. .., concl(d,)}.

The informal meaning of a default rule ¢ is the following: if pre(§) is known, and if it
is consistent to assume just(d), then conclude concl(§). The semantics of a default theory
is defined in terms of extensions, that are maximal sets of conclusions that can be drawn
from a theory. Formally, £ is an extension for the theory (D, W) if and only if it satisfies
the following equations:



b E0:W7
o fori >0, Eyy=E;U{y| e c Da€ By ~fi ¢E,...,~fn &€},

=0

Thus, by definition, an extension is a deductively closed set of formulas, hence infinite.
Nonetheless, by results of [31], an extension £ of a propositional default theory A =
(D, W) can be finitely characterized through the set D¢ of generating defaults for € w.r.t.
A. Indeed in [31] the authors show that a propositional default theory A = (D, W) has
an extension & iff there exists a set Dg C D, the generating defaults for £ w.r.t. A, that

can be partitioned into a finite number of strata Déo) , Dg), cee Dé"), such that:
o DY) = (5|6 € Dg, pre(s) € W},

for eachi, 1 < i < n, Dg) = {6 |6 € De—UiZ D(gj),pre(é) € (WUconcl(UZg Dg)))*},

(V6 € Dg) (V3 € just(9))(—06 & (W U concl(Dg))*), and

(Vo € D)(pre(5) € (W U concl(Dg))* A (V5 € just(d))(=8 & (W U concl(Dg))* =
0 € Dg)

If such a set Dg exists, then & = (W U concl(Dg))* is an extension of A.

A finite propositional default theory A = (D, W) is disjunction free (DF for short), if
W is a set of literals, and the precondition, justification and consequence of each default in
D is a conjunction of literals. It is useful to rewrite the definition of extension provided in
[31] for the special case of disjunction-free theories [16]. Let A = (D, W) be a disjunction
free default theory, then £ is an extension of A iff there exists a sequence of rules dy, ..., d,
from D, and a sequence of sets Fy, 1, ..., F,, such that for all 7 > 0:

o By=W,

o E;=E; 1 U concl(¢;),

e pre(d;) € Eiq,

(Ac € just(d;))(—c € Ey),

(85 € D)(pre(8) C Ey A concl(8) € Ey A ( Be € just(8))(=c € Ey)),

and & is the logical closure of E,,. We call the set of literals F,,, the signature set of £, and
denote it by liter(£). For each extension £ of a DF theory, the sequence of rules ¢y, ..., d,
described above is the set D¢ of generating defaults of £.

A DF default theory is normal mized unary (NMU in short) iff its set of defaults
contains only rules of the form %, where « is either empty or a literal and [ is a literal.
An NMU default theory is normal unary (NU for short) iff the prerequisite of each default
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is either empty or positive. An NMU default theory is dual normal (DNU for short) unary
iff the prerequisite of each default is either empty or negative.

Although default theories are nonmonotonic, normal default theories satisfy the prop-
erty on semi-monotonicity (see Theorem 3.2 of [25]). Semi-monotonicity in default logic
means the following: let A = (D, W) and A’ = (D', W) be two default theories such that
D C D’; then for every extension F of A there is an extension E’ of A’ such that £ C F'.

A default theory may not have any extensions. For example the default theory
({Tﬁﬁ}, ) has no extensions. A default theory is said to be coherent if it has at least
one extension, and incoherent otherwise. In particular, normal default theories are al-
ways coherent. A coherent propositional default theory A = (D, W) may have one (and
only one) extension which is inconsistent. In this case the theory is said to be inconsistent.
In particular, it can be shown (see Theorem 2.2 of [25] for details) that A is inconsistent
iff W is inconsistent. In general, a coherent propositional default theory A has more
than one extension. Thus, given a propositional formula ¢, two basic questions involving
default theories are the following:

Membership: does there exist an extension of A that contains ¢ ?
Entailment: does every extension of A contain ¢ ?

In particular, entailment is closely related to that reasoning called skeptical (or cautious)
reasoning, where a literal is believed iff it is included in all extensions of the theory.

Let A be a default theory and ¢ be a formula. Then A = ¢ means that ¢ is entailed
by A. Similarly, for a set of formulas S, A =S means that every formula ¢ € S belongs
to every extension of A.

2.1.2 Complexity Theory

We recall some basic definitions about complexity theory, particularly, the polynomial
time hierarchy. The reader is referred to [15, 21] for more on this.

The class P is the set of decision problems that can be answered by a Turing machine in
polynomial time. The class of decision problems that can be solved by a nondeterministic
Turing machine in polynomial time is denote by NP, while the class of decision problems
whose complementary problem is in NP, is denote by co-NP. The classes Xf and TIE
constituting the polynomial hierarchy, are defined as follows: X" = TIJ’ = P and for all
k>1, %P = NP1, and II? = co-SF. £ models computability by a nondeterministic
polynomial time Turing machine which may use an oracle, that is, loosely speaking, a
subprogram, that can be run with no computational cost, for solving a problem in X7 ;.
The class Df, k > 1, is defined as the class of problems that consist of the conjunction
of two independent problems from X! and II¥, respectively. Note that, for all k > 1,
sf € Df C 3P,

Let I' denote the set of all the strings over a given finite set of symbols. A function
f T — T is said to be polynomial time computable if there exists a polynomial time
Turing machine that computes it. Let L, Ly be two subsets of I'. A polynomial time



computable function 7 : I' — T is called a polynomial time transformation from L to Lo
if for each x € I" the following holds: = € L, iff 7(x) € Ly. The language L(A) associated
to a decision problem A, accepting inputs from I', is the set constituted by the strings
x € I such that A returns “yes” on the input x. A problem A is polynomially reducible
to a problem B if there exists a polynomial time transformation from L(A) to L(B). A
problem A is complete for the class C of the polynomial hierarchy iff A belongs to C and
every problem in C is polynomially reducible to A.

A well known X} -complete problem is to decide the validity of a formula Q BE} 3, that
is, a formula of the form AX VX, ... QX f(X1,..., Xk), where @ is 3 if k is odd and is V
if k is even, Xi,..., Xy are disjoint set of variables, and f(Xj,..., X}) is a propositional
formula in Xi,..., X%. Analogously, the validity of a formula QBE} v, that is a formula
of the form VX;3X5 ... QX f(Xq,...,Xk), where Q) is V if k is odd and is 3 if k is even,
is complete for TIf. Deciding the conjunction ® A ¥, where ® is a Q BEj 5 formula and
U is a QBE}.y formula, is complete for D} .

2.2 Defining outliers

Next we will formalize the notion of an outlier in default logic. In order to motivate the
definition and make it easy to understand, we will first look at an example.

Example 2.1 Consider the following default theory, representing the knowledge that
birds fly and penguins are birds that do not fly, and the observations that Tweety is bird,
Pini is a pinguin, and Tweety is beautiful and does not fly.

D {Bird(az) : Fly(x) Penguin(z) : Bird(x)
Fly(x) ’ Bird(z) ’
Penguin(z) : = Fly(x)
- Fly(z) }
W = {Bird(Tweety), Beauti ful(Tweety),
Penguin(Pini), 2 Fly(Tweety)}

This theory has two extensions. One extension is the logical closure of W U {Bird(Pini),
—Fly(Pini)} and the other is the logical closure of W U { Bird(Pini), Fly(Pini)}.

If we look carefully at the extensions, we note that Tweety not flying is quite strange, since
we know that birds fly and Tweety is a bird. Therefore, there is no apparent justification
to the fact that Tweety does not fly (other than the fact —=Fly(Tweety) belonging to W).
Had we been told that Tweety is a penguin, we could have explained the fact that Tweety
does not fly. But, as the theory stands now, we are not able to explain why Tweety
does not fly, and, thus, Tweety has, as to say, a exceptional property. If we are trying to
nail down what induces such an exception, we notice that if we would have dropped the
observation —Fly(Tweety) from W, we would have concluded the exact opposite, that
is, that Tweety does fly. Thus, = Fly(Tweety) induces such an exceptionality (we will
call witness such a literal like = Fly(Tweety)). Furthermore, if we drop from W both



- Fly(Tweety) and Bird(Tweety), we are no longer able to conclude that Tweety flies.
This implies that, in this context, Fly(Tweety) derives from the fact that Tweety is a
bird. Thus Bird(Tweety) denotes the exceptional property characterizing Tweety as an
outlier.

We note that, following the above example, one could be induced to define an outlier as an
individual, i.e. a constant, in our case Tweety, that possesses an exceptional property, de-
noted by a literal having the individual as one of its arguments, in our case Bird(Tweety).
However, it is certainly more general and flexible define outliers as to single out a prop-
erty of an individual which is exceptional, rather than simply the individual itself. That
assumed, we also note that, within the propositional context we deal with here, we do
not explicitly have individuals distinct from their properties and, therefore, the choice is
anyway immaterial.
Therefore we define outliers and witnesses as follows.

Definition 2.2 Let A = (D, W) be a propositional default theory such that W is con-
sistent and let [ € W be a literal. If there exists a non empty set of literals S C W such
that:

1. (D,Ws) | =S, and
2. (D,Ws,) £ —S.

where Wg = W\ S and Wg,; = Ws \ {{}, then we say that [ is an outlier in A and S is
an outlier witness set for [ in A.

Thus, according to this definition, in the example theory reported above, we should
conclude that Bird(Tweety) denotes an outlier and {—Fly(Tweety)} is its witness.

Note that we have defined an outlier witness to be a set, not necessarily a single literal.
The reason is that for in some theories taking a single literal does not suffice to “form”
a witness for a given outlier, having all witnesses of such an outlier a cardinality strictly
larger than one.

Example 2.3 Consider the following default theory A = (D, W), where the set of default
rules D convey the following information about weather and traffic in a small town in
southern California:

1 JulyAWeekend:—~Traf fic_JamA—Rain
: —Traf fic_JamA—-Rain
jam and no rain.

- that is, normally in a July weekend there is no traffic

2 January:Rain January:—~Rain
. Rain ’ —Rain
ram.

- in January it sometimes rains and sometimes it doesn’t

3. WeekendATraffic_Jam:AccidentVRain _1f t}eye ig a traffic jam in the weekend then normally
AccidentV Rain

it must be raining or there have been an accident.



Suppose also, that W = {July, Weekend, Traf fic.Jam, Rain}. Then, the set S =
{Traf fic.Jam, Rain} is an outlier witness for both Weekend and July. Moreover, S
is a minimal outlier witness set for either of Weekend or July, since deleting one of the
members from S will render S not being a witness set.

Some more examples are reported next.

Example 2.4 Consider the following default theory A:

D {Income(:v) A Adult(zx) : Works(z)

Works(x) ’

FlyingS(z) : InterestTakeOf f(x )

InterestTakeOf f(x)
FlyingS(z) : InterestNavzgate

InterestNavigate(x }

W = {Income(Johnny), Adult (Jhony),
—Works(Johnny), FlyingS(Johnny),
—InterestTakeOf f(Johnny)}

This theory claims that normally, adults who have monthly income work, and students
who take flying lessons are interested in take off and in navigating. The observations are
that Johnny is an adult who has monthly income, but he does not work. He is also a
student in a flying school but he is not interested in take off. After we have learned some
lessons from the September 11 events, we’d like our system to conclude that Johnny is
an individual involved in, more than one, outlier. Indeed, the reader can verify that the
following facts are true:

L (D, Woworks(Johnny)) = Works(Johnny),

2. (D, W rnterestTakeof f(Johnny)) = InterestTakeO f f(Johnny),

3. (D, Woworks(Johnny), Adult(Johnny)) 7= Works(Johnny), and

4. (D, WapnterestTakeO f f(Johnny), FlyingS(Johnny)) = InterestTakeO f f(Johnny)

Hence, both =Works(Johnny) and —InterestTakeO f f(Johnny) are outlier witnesses,
while Adult(Johnny) and FlyingS(Johnny) are the correspondent outliers. Note that
Income(Johnny) is also an outlier, with the witness =Works(Johnny).

2.3 Defining outlier detection problems

Having defined outliers, an important question is how much complex is to single them
out. This is dealt with in the following Sections 3 and 4. There, we shall refer to
following problems (that we shall also called queries) defined for an input default theory
A= (D,W):



Q0: Given A, does there exist at least one outlier in A 7
@1: Given A and a literal [ € W, is [ an outlier in A 7
@2: Given A and a set of literals S C W is S a witness for any outlier [ in A ?

Q3: Given A, a set of literals S C W, and a literal [ € W, is S a witness for [ in A ?

3 Complexity Results

In this and in the following section we will analyze the complexity associated with de-
tecting outliers in general, DF, NMU, NU and DNU propositional default theories (this
section) and illustrate some tractable classes of theories (Section 4). Detailed results
proof are reported in the Appendix. Here, we limit ourselves to provide, for each of the
outlier problems defined above (i.e. QO0, @1, Q2, and @3), a general discussion of the
proof techniques we employ. The complexity results are summarized in Table 1, where
C-c stands for C-complete.

‘ Theory \ Query H Q0 ‘ Q1 ‘ Q2 ‘ Q3 ‘

Propositional YP-c| X | DY-c| Di-c
DF, NMU S | sFc | DP< | DP=

NU, DNU NP-c | NP-c P P

Acy. NU, Acy. DNU P P P P

Table 1: Complexity results for outlier detection

3.1 Queries Q0 and Q1

We start commenting about query 0, the most general form of query that we have
defined above. Given a default theory, this query asks for the existence of an outlier
in the theory. When general propositional default theories are considered, this query is
rather complex as it lies at the third level of the polynomial hierarchy.

Theorem 3.1 Q0 on general propositional default theories is ¥.8 -complete under polyno-
maal time transformations.

We note that a problem lying at the k-th level of the polynomial hierarchy is characterized
by exactly k independent “sources of complexity”. Each source of complexity consists of
a search space composed by an exponential number of candidate solutions. In the case of
general propositional default theories, two of the three sources underly to the associated
entailment problem, that are (i) the exponential number of generating defaults Dg C D
and, thus, of possible extensions £ of the default theory A = (D, Wg) (A = (D, Wg,)



resp.), and (i) the propositional deductive inference needed to check that Dg generates
an extension £ of A and that =S € £ (=S ¢ & resp.). The third one is determined by
the exponential number of subsets of literals S U {l} of W candidate to play the role of
an outlier witness set (the set S) and an outlier (the literal [) in A.

If we restrict query Q0 to DF theories then the following holds.

Theorem 3.2 QO restricted to DF propositional default theories is X5 -complete under
polynomial time transformations.

The complexity of Q0 for DF theories goes down one level in the polynomial hierarchy
w.r.t. general theories as, in this case, the deductive inference check reduces to simple set
operations, and, therefore, we are left with only two sources of complexity.

The complexity associated with Q0 does not decrease even if we consider such a
simplified form of DF theories as NMU theories, as stated below.

Theorem 3.3 QO restricted to NMU propositional default theories is ¥:¥ -complete under
polynomial time transformations.

This result is explained since the complexity of the entailment problem for NMU theories
is the same for DF theories (see Lemma 1 in Appendix for the proof of this statement).

To obtain a further reduction in complexity, we have to consider simpler theories than
the NMU ones.

Theorem 3.4 ()0 restricted to propositional NU default theories is NP-complete under
polynomial time transformations.

Theorem 3.5 Q0 restricted to propositional DNU default theories is NP-complete under
polynomial time transformations.

Query Q0 on these theories lies at the first level of the polynomial hierarchy since the
entailment problem for NU and DNU default theories is polynomial time decidable. Note
that, however, this NP-completeness result tells that searching for outliers even in these
simple form of theories is a very complex task.

Next, we comment the proof techniques we have used (detailed proofs are reported in
the Appendix) to prove the above statements.

The C-membership of query Q0 on a propositional default theory A = (D, W), can
be proved by building a nondeterministic Turing machine 7" that guesses simultaneously
a literal [ in W and a subset S = {s1,...,s,} of W, and then verifies that

(D,Ws) = —s1 A...A=s, (query ¢'), and
(D, Wg,) £ =81 A ... A=s, (query ¢").

Let co-C. the class of complexity of the entailment problem for A, then the query ¢’ is in
the class co-C., while the query ¢” is in the class C.. Thus, T' can employ a C, oracle to
solve both query ¢’ and query ¢”. Hence, QO is in the class C = N P%. We recall that the
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entailment problem is in [T} = co-XI" for general propositional default theories [28, 13], is
in co-NP for DF [16] and NMU (see Lemma 1 in Appendix) propositional default theories,
and is in P for NU [16] and DNU [32] propositional default theories. As a consequence,
query QO is respectively in the classes NP™ = $2 NPN* = 2 and NP” = NP = ©F
for such classes of theories.

To prove the completeness of the query Q0 in the above reported classes, we reduce Q0
to the X:P-complete (k € {1,2,3}) problem of deciding the validity of a formula QBE}, 3.
The reductions described in the proofs of Theorems 3.1, 3.2, 3.3, 3.4 and 3.5, associate
with the formula ® the default theory A(®) = (D(P), W(®P)) such that:

e there exists one and only one literal [ in W(®) that can be an outlier, while the
literals in W(®) \ {l} can only belong to an outlier witness set .S

e there exists a bijection between all the possible outlier witness sets S coming from
W (®) and all the possible truth values of the variables in the set Xj;

o A(®) encodes ® itself, and is such that (D(®), W (®)g) E ~Siff VX ... QX f(Xy,...

is valid, subject to the truth value assignment of X; induced by S;

e [ acts as a switch, i.e. if it is removed from W (®)g then (D(®), W (®)s,) £ —S, for
each admissible outlier witness set S.

Summarizing, the query QO is complete for the class ©Z for general propositional default
theories, is complete for the class X1’ for DF and NMU propositional default theories, and
is complete for the class NP for NU and DNU default theories, hence its complexity lies, in
the polynomial hierarchy, exactly one level above the level associated to the corresponding
entailment problems.

As for the query 1, considerations analogous to that drawn for query Q0 hold and,
thus, the complexity results for these two queries coincide, as summarized in the following
results.

Theorem 3.6 Q1 on general propositional default theories is YL -complete under polyno-
mial time transformations.

Theorem 3.7 Q1 restricted to DF propositional default theories is X5 -complete under
polynomial time transformations.

Theorem 3.8 Q1 restricted to NMU propositional default theories is X5 -complete under
polynomial time transformations.

Theorem 3.9 Q1 restricted to NU and DNU propositional default theories is NP-complete
under polynomial time transformations.

Intuitively, this can be justified noting that none of the sources of complexity involved
for the various cases, with the query QO is cancelled by knowing the outlier literal [ in
advance. In particular, the number of possible outlier witness set S C W\ {{} for [ is still
exponential.

11
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3.2 Queries Q2 and Q3

Given a default theory and a set of literals S, query ()2 asks whether S is a witness for
any outlier in the theory. The complexity of (2 lies in the polynomial hierarchy one
level below the complexity of Q0. Indeed, one of the sources of complexity involved with
query (DO, that is the exponential number of outlier witnesses, falls off when query ()2 is
considered.

In particular, 2 on general theories is the conjunction of two independent problems,
one from ¥ and one from X1

Theorem 3.10 Q2 on general propositional default theories is DL -complete under poly-
nomial time transformations.

For DF and NMU default theories, ()2 is the conjunction of two independent problems
from co-NP and NP respectively.

Theorem 3.11 Q2 restricted to DF propositional default theories is DY -complete under
polynomial time transformations.

Theorem 3.12 Q2 restricted to NMU propositional default theories is D¥ -complete un-
der polynomial time transformations.

Finally, @2 on NU and DNU theories is the conjunction of two polynomial time solvable
problems, and, hence, in these cases, this query is in P.

Theorem 3.13 ()2 restricted to NU and DNU propositional default theories is in P.

Next, we comment on the techniques adopted to prove the above statements. Detailed
proofs can be found in the Appendix.

We start with membership. Also in this case we have to answer the two queries ¢’
and ¢” reported in Section 3.1 above, but this time the outlier witness set S is given in
input. We recall that for general propositional default theories ¢’ is in 1Y, while for DF
and NMU propositional default theories it is in co-NP. As for query ¢”, it is respectively
in ¥I" and NP, provided that [ is known. Nevertheless, it is possible to show membership
of ¢ in these classes also when [ is unknown. Indeed, query ¢” can be answered showing
that there exists a literal [ in W and an extension E of the theory (D, Wg,) such that
-S ¢ E. Thus, we can build a nondeterministic polynomial time Turing machine that
guesses simultaneously the literal [ € Wg and the subset Dg C D of generating defaults
of an extension E of (D, Wg,) together with an ordering of the rules in D, and then:

e for general propositional default theories: uses an NP oracle to (a) check the con-
ditions that Dg must satisfy to be a set of generating defaults for E (see [31] or
Section 2.1 for details), and to (b) verify that —s; A... A —s, € E. These steps can
be performed executing a polynomially bounded number of calls to the NP oracle;
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e for DF and NMU default theories: (a) checks the conditions that Dr must satisfy
to be a set of generating defaults for an extension E of a disjunction-free theory (see
[16] or Section 2.1 for details), and (b) verifies that —s; A...A=s, € E, by checking
that there exists 7, 1 < ¢ < n, such that —s; is not the conclusion of any default in
Dg. These steps can be performed in polynomial time.

Thus, Q2 is the conjunction of two independent problems from IIY and £ for general
theories, and from co-NP and NP for DF and NMU theories, and hence query Q2 is,
respectively, in DY and in DT

As for hardness part, we reduce to Q2 the problem of deciding the problem of

Ay | s1 A Ay sy (query q)

where A; and A, are two independent general (resp. NMU) propositional default theories,
and s; and s, are two letters. We note that A; = s; is a IIY-complete (resp. co-NP-
complete) problem, while Ay [~ sy is a ¥2-complete (resp. NP-complete) problem. In
particular, we associate to ¢ the theory A(q) = (D(q), W(q)) such that —sy,s9 € W(q),
and ¢ is true iff {—s;} is an outlier witness set for so in A(q) (see Theorems 3.10, 3.11,
and 3.12 for details).

Finally, we consider query )3. This query is important as it may constitute the
basic operator to be implemented in a system of outlier detection on propositional default
theories. Indeed, given a default theory, set of literals S and a literal [, this query simply
asks whether S is an outlier witness set for [ in the input theory.

Fixing the literal [ in advance does not decrease the implied computational effort and,
thus, the complexity figures associated to query )3 are the same as for query Q2.

Theorem 3.14 Q3 on general propositional default theories is DY -complete under poly-
nomial time transformations.

Theorem 3.15 Q3 restricted to DF propositional default theories is DY -complete under
polynomial time transformations.

Theorem 3.16 Q3 restricted to NMU propositional propositional default theories is DT -
complete under polynomial time transformations.

Theorem 3.17 ()3 restricted to NU and DNU propositional default theories is in P.

4 'Tractable Cases

In this section we show that the class of acyclic normal unary default theories is tractable
with respect to the computational tasks involved in outlier detection using default logic.

Next, we recall the complexity of the entailment problem for NU and DNU default
theories, and then we define acyclic (dual) normal unary theories.
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Theorem 4.1 [16, 32] Let A be a NU or a DNU propositional default theory and let
be a literal. Then, the problem of deciding if A |=1 is O(n?), where n is the length of the
theory.

Definition 4.2 Let A = (D, W) be a NMU default theory. The atomic dependency graph
(V, E) of A is the directed graph such that

V ={l]|1is a letter occurring in A}, and

E={(z,y)|“fteDVv=rteDVv=¥eDV-=ecD}

Definition 4.3 A (dual) normal unary default theory is acyclic iff its atomic dependency
graph is acyclic.

The following result, together with the polynomial time solvability of the entailment
problem for (dual) normal unary theories above recalled, permit us to state the tractability
of queries Q0 — @3 when restricted to acyclic (dual) normal unary theories. Formal proof
is given in Appendix.

Theorem 4.4 Let (D, W) be a consistent acyclic NMU default and let | be a literal in
W. Then any minimal outlier witness set for 1 in (D, W) is of size at most 1.

Theorem 4.5 For the class of acyclic normal unary default theories and the class of
acyclic dual normal unary default theories, queries Q0—Q3 can be answered in polynomaial
time in the size of the theory.

Proof: Follows from Theorem 4.1 and Theorem 4.4. ]

5 Related work

Research work related to what we have presented in this paper can be divided into two
groups, that are, (i) work done on abduction, which is quite relevant to our own, and (i7)
work done on outlier detection from data, which is, counterwisely, less related to concepts
discusses in this paper. In the following of this section we shall first survey on papers
belonging to group (7) and then we shall be dealing with papers of group (7).

5.1 Abduction

The research on logical-based abduction [23, 8, 10] is closely related to outlier detection.
In the framework of logic-based abduction, the domain knowledge is described using a
logical theory T. A subset X of hypotheses is an abduction explanation to a set of
manifestations M if T\UX is a consistent theory that entails M. Abduction resembles
outlier detection in that it “deals” with exceptional situations.
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The work most relevant to ours is perhaps the paper by Eiter, Gottlob, and Leone
on abduction from default theories [11]. In that paper, the authors have presented a
basic model of abduction from default logic and analyzed the complexity of the main
abductive reasoning tasks. They presented two modes of abductions: one based on brave
reasoning and the other on cautious reasoning. According to these authors, a default
abduction problem (DAP) is a tuple (H, M, W, D) where H is a set of ground literals
called hypotheses, M is a set of ground literals called observations, and (D,W) is a
default theory. The goal, in general, is to explain some observations from M using some
of the hypotheses, in the context of the default theory (D, W). Eiter, Gottlob, and Leone
suggest the following definition for a skeptical explanation:

Definition 5.1 ([11]) Let P = (H,M,D,W) be a DAP and let E C H. Then, E is a
skeptical explanation for P iff

1. (D,WUE) = M, and
2. (D,WUE) has a consistent extension.

There is a relationship between outliers and skeptical explanations in the context of normal
default theories, as the following theorem states. The theorem also holds for ordered semi-
normal default theories [12].

Theorem 5.2 Let A = (D, W) be a normal default theory, where W is consistent. Let
l € Wand S C W. S is an outlier witness set for 1 iff {l} is a minimal skeptical
explanation for =S in the DAP P = ({l},~S, D, Wg,)

Proof: Let A = (D,W) be a normal default theory. Let [ € W and let S C W be
an outlier witness set for [. By the definition of an outlier, it must be the case that
(D,Ws) = =S, or in other words, (D, Wgs,U{l}) | —S. Moreover, since (D, W) is a
normal default theory, so is (D, Ws,U{l}). In addition, since W is consistent, so is W.
Hence, (D,Ws) has a consistent extension. So by definition of explanation, {l} is a
skeptical explanation for =S in the DAP P. Note that by the definition of an outlier, we
also know that (D, Wg;) = —S; hence {l} is a minimal explanation.

On the opposite direction, suppose {l} is a minimal skeptical explanation for =S in
the DAP P = ({l}, S, D, Wg,;). By definition, we know that:

1. (D,Ws) =S, and
2. (D,Wsg) has a consistent extension.

Moreover, since {l} is a minimal explanation, at least one of the following must be true:
1. (D,Wg,;) [~ =S, or

2. (D,Wg,) does not have a consistent extension.
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Since A = (D, W) is a normal default theory and W is a consistent theory, it must
be the case that A = (D, Wg,) is also a normal default theory and Wy, is consistent.
Hence, the default theory (D, Wg,) has a consistent extension. So it must be the case
that (D, Wg,) = —S. Therefore we can conclude that S is an outlier witness set for [ in
(D, W).

[]
Hence, we can say that S is an outlier witness for [ if [ € W, [ is a skeptical explanation
for S, but still =S5 holds in every extension of the theory.

It is clear that, by Theorem 5.2, there exists a sort of duality relationship between
outlier detection and abduction with propositional default theories. This is due to the
fact that in outlier detection problems we have to guess the outlier witness set S, which
then plays the role of observations in Theorem 5.2, while observations in abduction con-
stitutes a part of the input. Furthermore, in abduction problems it is needed to guess an
explanation, i.e. a subset of the hypotheses, whose role in Theorem 5.2 is, on the contrary,
played by the outlier /[, and we have seen, in Section 3, that in outlier detection knowing
the outlier in advance does not relieve any source of complexity.

Despite this close relationship between the two problems, we notice that the con-
struction given in the proof of Theorem 5.2 does not depict a technique to solve outlier
detection problems using abduction, since for outlier detection we have to single out both
the outlier [ and its outlier witness set S, while in abduction both hypotheses and obser-
vations are fixed sets. Indeed, outlier detection is a knowledge discovery technique: the
task in outlier detection is to lean who the exceptionals (the outliers), or the suspects, if
you wish, are, and to justify the suspicion (that is, list the outlier witnesses). Rather, we
believe that this result emphasizes the common property of these two techniques, that is
the fact that both deal with exceptional situations.

5.2 OQOutlier detection from data

The literature concerning outlier detection is mainly related to the statistical, machine
learning and data mining fields, hence, in almost all cases the approaches presented deal
with data that can be organized in a single relational table, often with all the attributes
being numerical, while a metrics relating each pair of rows in the table is required. The
approaches to outlier detection can be classified in supervised-learning based methods,
where each example must be labelled as exceptional or not [19, 26], and the unsupervised-
learning based ones, where the label is not required. The latter approach is more general
because in real situations we do not have such information. As the technique proposed
in this work is unsupervised, in the following we deal only with unsupervised methods.
Unsupervised-learning based methods for outlier detection can be categorized in several
approaches.

The first is statistical-based and assumes that the given data set has a distribution
model. Outliers are those objects that satisfies a discordancy test, that is that are signif-
icantly larger (or smaller) in relation to the hypothesized distribution [4].
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Deuviation-based techniques identify outliers by inspecting the characteristics of objects
and consider an object that deviates from these features an outlier [3, 27].

A completely different approach that finds outliers by observing low dimensional pro-
jections of the search space is presented in [1]. Thus a point is considered an outlier, if it
is located in some low density subspace.

Yu et al. [9] introduced a method based on wavelet transform, that identifies outliers
by removing clusters from the original data set. Wavelet transform has also been used in
[30] to detect outliers in stochastic processes.

Another category is the density-based, presented in [7] where a notion of local outlier
is introduced that measures the degree of an object to be an outlier with respect to the
density of the local neighborhood. To reduce the computational load, Jin et al. in [14]
proposed a method to determine only the top-n local outliers.

Distance-based outlier detection has been introduced by Knorr and Ng [17, 18] to
overcome the limitations of statistical methods. A distance-based outlier is defined as
follows: A point p in a data set is an outlier with respect to parameters k and § if at least
k points in the data set lies greater than distance d from p. This definition generalizes
the definition of outlier in statistics and it is suitable when the data set does not fit any
standard distribution. Ramaswamy et al. [24] modified this definition of outlier, as it
does not provide a ranking of the outliers. The new definition of outlier is based on the
distance of the k-th nearest neighbor of a point p, denoted with D¥(p), and it is the
following: Given a k and n, a point p is an outlier if no more than n-1 other points in
the data set have a higher value for D* than p. This means that the top n points having
the maximum D* values are considered outliers. In [2] a new definition of outlier that
considers for each point the sum of the distances from its k nearest neighbors is proposed.
The authors presented an algorithm using the Hilbert space-filling curve that exhibits
scaling results close to linear. In [5] a near linear time algorithm for the detection of
distance-based outliers exploiting randomization is presented.

The general differences and analogies between the approaches described above and
our own should be quite understood. In fact, those approached deal with knowledge,
as encoded within one single relational table that is, in a sense, flat, i.e. such that
does there not exist any explicit relationship linking the objects (tuples) of the data set
under examination. Vice versa, the technique proposed in this work deal with complex
knowledge bases, which may well comprise relational-like information, but generally also
include semantically richer forms of knowledge, such as axioms, default rules and so forth:
in this latter case several complex relations relating objects (atoms) of the underlying
theory are explicitly available. As a consequence, even if the intuitive and general sense
of computing outliers in the two contexts is analogous, the specific definitions that are used
are quite different as well as different are the formal properties of computed outliers. Even
disregarding such important distinctions in the semantics associated with the concept of
outlier detection within the two frameworks, there are further differences thereof. For
instance, being our reference framework far richer than that of relational table, it turns
out that outlier detection in our context is, from the computational point of view, much
more difficult: in fact, the most complex outlier detection tasks that we address are :%-
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complete, while almost all outlier detection problems within the relational data context
are polynomial time solvable and only few of them are NP-complete.

6 Conclusion

Suppose you are walking in the street and you see a blind person walking in the opposite
direction. You believe he is blind because he is feeling his way with a walking stick.
Suddenly, something falls out of his bag, and to your surprise, he finds it immediately
without probing around with his fingers, as is customary for a blind person. This kind of
behavior will render the “blind” person walking towards you suspicious.

The purpose of this paper has been to formally mimic this type of reasoning using
default logic. We have formally defined the notion of outlier and outlier witness, and
analyzed the complexities involved, pointing out some non-trivial tractable cases. As
explained in the introduction, outlier detection can also be used for maintaining knowledge
base integrity and completeness.

This work can be extended in several ways. First, we can develop the concept of
outliers in other frameworks of default databases, like System Z [22] and Circumscription
[20]. Second, we can look for intelligent heuristics that will enable us to perform the
heavy computational task involved more efficiently. Third, we can study the problem from
the perspective of looking at default theories as “semantic check tool-kit” for relational
databases.
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Appendix: Proofs

Next, we report the proofs of the theorems discussed in Sections 3 and 4. Before starting,
we introduce some notations that will be used in the following.

Let L be a consistent set of literals. Then we denote with 7, the truth assignment on
the set of letters occurring in L such that, for each positive literal p € L, 7;,(p) = true,
and for each negative literal —p € L, 7. (p) = false.

Let T be a truth assignment of the set x,...,x, of variables. Then we denote with
Lit(T) the set of literals {¢y,...,¢,}, such that ¢; is x; if T'(z;) = true and is —z; if
T(xz;) = false, for i =1,...,n.

Proofs of Section 3

Query QO

Theorem 3.1: Q0 on general propositional default theories is ¥Z'-complete under poly-
nomial time transformations.

Proof of Theorem 3.1: (Membership) Given a a theory A = (D, W), we must show
that there exists a literal [ in W and a subset S = {s1,...,s,} of W such that (D, Wys) =
=51 A A sy, (query ¢) and (D, Wgy) E —s1 A ... A s, (query ¢”). Query ¢ is T15-
complete, while query ¢” is ¥-complete [13, 29]. Thus, we can build a polynomial-time
nondeterministic Turing machine with a ¥ oracle, solving query QO as follows: the
machine guesses both the literal [ and the set S and then solves queries ¢’ and ¢” by two
calls to the oracle.

(Hardness) Let & = 3XVY3IZf(X,Y, Z) be a quantified boolean formula, where X =
T1yeeos X, Y =Y1,...,Ym, and Z are disjoint set of variables. We associate with ® the
default theory A(®) = (D(®), W (®)), where W (®) is the set of letters {l, s1,51, ..., S, Sn}
consisting of new letters distinct from those occurring in ®, and D(®) = D; U Dy U D3 U
D4 U D5I

D, =

IﬁSi/\.’ﬂi/\eif Z_\gi/\ﬂxi/\ei .
5171':—,(5171' |2:1,...,n

x; N\ e; —x; N e;

DQI

Zﬁi/\_'_i/\_' A .
(5271': i Sﬂ a B|Z:1,,H}U{(SQ

I
Q’..
e
——

Y Y

5 l/\el/\.../\en:f(X,Y,Z)/\g}
4:

Dy = {53,3‘::—%733,3‘: U Ij:1,...,m}



where also «, (3, g, €1, ..., e, are new letters distinct from those occurring in ®. Clearly,
W (®) is consistent and A(®P) can be built in polynomial time. Now we show that ® is
valid iff there exists an outlier in A(®P).

In the rest of the proof we denote by o(s;) (6(x;) resp.) the literal x; (s; resp.) and
by o(35;) (6(—x;) resp.) the literal —z; (5; resp.), for i = 1,...,n. Let S be a subset of
{51,351, -+, $n,Sn} ({x1,21,...,Tp, "2, } resp.), we denote by o(S) (6(S) resp.) the set
{o(s) | s €S} ({a(s)]|se S} resp.).

Claim 1 Let S = {s},...,s.}, with s, either s; ors;, fori=1,...,n, and let E be an
extension of (D(®), W (®)s) and Dg its associated set of generating defaults. Then:

1. DgNDy ={8,|i=1,...,n}, where &, ; is either 61; or d1; depending on s} being
s; ors;, fori=1,...,n;

2. DE N Dg = @,‘
3. DN Dy is{0,} if ~f(X,Y,Z) & E, and ) otherwise;

4. DpNDs is{d5; |i=1,...,n}, where d; is either d5; or 05 depending on s being
s ors, fori=1,....n,if ~f(X,Y,Z) & E, and 0 otherwise.

Proof of Claim 1: (1) and (2) are immediate. As for (3) and (4) simply note that the
precondition of rule §, always belong to E, because eq,...,e, € E by rules in the set
DpNDy. Thus 4 € D and g € Eiff - f(X,Y,Z) € E. ]
The previous claim states that the set S, together with the formula f(X,Y]Z), uniquely

identifies the generating defaults coming from the set D(®) \ Ds of an extension of
(D(®), W(P)s). We denote the set Dg N (D(P) \ D3) with Dg(®).

Claim 2 Let S = {s},...,s,}, with s; either s; ors;, fori =1,...,n, and let {; be either
y; or —wy;, for j =1,...,m. Then there exists a bijection between the sets L = {{,...,{n}
and the extensions Ey, of (D(®), W (®)s).

Proof of Claim 2: (=) Consider a generic set L. Let Dy, be the set of defaults containing
rule 83 ;, if ¢; = y;, and rule &3 ;, otherwise, for j = 1,...,m, and such that Dy, D Dg(®).
As for the rules of Dg(®) coming from the sets Dy and Ds, take o, and &5y, ..., 05, as
defined in Claim 1, if 75 (g)ur satisfies f(X,Y,7), and () otherwise. It is easy to verify
that Dy, is the set of generating defaults of an extension E, of (D(®), W (®)g) such that
E; O L and that no other set of generating defaults can be associated to an extension of
(D(®), W(®)s) containing L.

(<) Let E be an extension of (D(®), W (®)s) and let Dy its associated set of gen-
erating defaults. From Claim 1, Dj must contain the set Dg(®) and not other rule from
the sets Dy, Do, Dy, D5. As for Ds, suppose that there exists k € {1,...,m} such that
both d5; and d3 do not belong to the set Dy. Clearly it follows that both —y;, ¢ E;, and
yx € Ep, thus Ep, is not closed under the application of defaults in D(®), i.e. it is not an
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extension, a contradiction. Thus E; must contain a set L. Furthermore L is unique, as
both y; and —y; cannot belong to Ey, for j =1,...,m. []

Thus, the extension Ej associated to L is the unique extension of (D(®), W (®)gs) such
that E;, O L. Now we can proceed with the main proof.

(=) Suppose that ® is valid. Now we show that [ is an outlier in A(®). As @
is valid, then there exists a truth assignment Tx on the set X of variables such that
Tx satisfies VY3IZf(X,Y,Z). Let S = &(Lit(Tx)). It follows from Claim 2 that we
can associate to each truth assignment Ty on the set Y of variables, one and only one
extension Ey of (D(®), W (®)s). In particular, Ey O Lit(Tx) U Lit(Ty). As & is valid,
then —f(X,Y,Z) ¢ FEy and Ey = —S. Furthermore, from Claim 2, these are all the
extensions of (D(®), W(®)g) and thus (D(®), W(P)s) = —S.

Consider now the theory (D(®), W (®)s;). We note that the literal [ appears in the
precondition of rule ¢4, whose conclusion g represents, in turn, the precondition of the
rules in the set Ds, rules that allow to conclude —.S, and that [ does not appear in the
conclusion of any rule of D(®). Thus (D(®), W(®)s,) £ —S.

Hence [ is an outlier in A(®).

Claim 3 Let S C W(®) be an outlier witness for a literal o € W(®) in A(P). Then
S ={s],...,s}, where s, is either s; ors;, fori=1,...,n.

Proof of Claim 3: First, we note that [ cannot belong to S as =l does not appear in
the consequence of any default of D(®).

Suppose that there exists k € {1,...,n} such that both s; and 3 occur in S. Then
the default d5 adds the special letter 3 to the candidate extension. But rule d,, having
B as precondition, has a conclusion inconsistent with the justification of d9 4, the rule
which added . Hence (D(®), W(®)s,) is incoherent and (D(®), W(®)s,) = —S, a
contradiction.

Now, suppose that there exists a € {1,...,n}, such that both s, and s, do not occur
in S. In this case S cannot be an outlier witness in A(®). Indeed, the previous condition
implies that e, cannot belong to every extension of (D(®), W(®)g). Furthermore, as S is
non empty by definition, then there exists b € {1,...,n} such that either s, or 5, belong
to S, call this letter sj. In order that (D(®), W(®)s) | —s;, it is needed that either rule
855 O 05, belongs to the set of generating defaults of every extension of this theory. But
the precondition of this rule is the letter g, which, in turn, is the consequence of rule d
having e, among its preconditions. We note that g ¢ W (®)s and that g appears only
in rule d4 as a consequence. We have previously stated that e, cannot belong to every
extension of (D(®), W (®)g), thus we can conclude that S is not an outlier witness in
A(®P), a contradiction. O]

Claim 4 Let s € W(®)\ {l}. Then s is not an outlier in A(P).

Proof of Claim 4: By contradiction, suppose that there exists s € W(®) \ {l} such
that s is an outlier in A(®). Then, there exists S C W(®) \ {l,s} such that S is an
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outlier witness for s in A(®). From Claim 3, 5 € S, where 3 is either s, if s = sy, or
sk, if s =35 (k € {1,...,n}). But this implies that (D(®), W(®)g) is incoherent, thus
(D(®), W(®)ss) = —S, a contradiction. [

(<) Suppose that there exists an outlier in A(®). Then, from Claim 4, it must be
equal to [. Hence, there exists a non empty set of literals S C W(®) \ {i} such that S
is an outlier witness for [ in A(®). From Claim 3, S = {s,...,s,}, where s} is either
s; or 5;, for i = 1,...,n. Now we show that 7 (c(S5)) satisfies VYIZf(X,Y, Z), i.e. that
® is valid. From Claim 2, for each set L = {/y,...,¢,,} there exists one extension Fj of
(D(®), W(®)g) such that £, O L. We note also that Ej, D ¢(S). Thus, in order to be {
an outlier in A(®), it must be the case that, for each set L, =f(X,Y,Z) € Ey, i.e. that
T(0(S)) o T(L) satisfies f(X,Y, Z). Hence, we can conclude that ® is valid. ]

Theorem 3.2: QO restricted to DF propositional default theories is X4'-complete under
polynomial time transformations.
Proof of Theorem 3.2: This result follows immediately from Theorem 3.3. []

Lemma 1 Let A be a NMU propositional default theory and let lq,...,l, be a set of
literals. Then the entailment problem A |= [y A\. . . Al is co-NP-complete under polynomial
time transformations.

Proof of Lemma 1: (Membership) Membership in co-NP follows from the membership
in co-NP of the entailment problem for disjunction free propositional default theories [16].

(Hardness) Let ® be a boolean formula on the set of variables X = xq,...,z,, such
that ® = Cy AN ... ANCy, with O = €1V ... Vitgy,. and each t;1,... 15, is a literal
on the set X, for k = 1,...,r. We associate to ® the default theory A(®) = (D(P),0),
where A(®) is D; U Dy U D3 and

Y 7 B M .
Dlz{ , \2:1,...,71}
ZT; —T;

tri:
DQZ{k’J—Ck‘k:l,...,r;jzl,.-.,uk}
Ck

toeg ekl —ck
D= { o, T S g,
—C ll

where [y, ...,1l,, are new letters distinct from those occurring in ®. Now we show that &
is unsatisfiable iff A(®) =1 A ... Al,.

Consider a generic extension E of A(®). From the rules in the set D, E is such that,
for each i = 1,...,n, either z; € E or —x; € E.

(=) Suppose that ® is unsatisfiable. Then for each truth assignment 7" on the set of
variables X there exists at least a clause Cy(p), 1 < f(T) < r, that is not satisfied by T'.
From rules in the set D, and from what above stated, c ) ¢ E, and from rules
in the set Ds, TCH(Tpnxux)) € Eandly,...,l, € F.

TEm(XuﬁX)
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(<) Suppose that A(®) =13 A... Aly,. Then it is the case that, for each extension F
of A(®) there exists g(E), 1 < g(£) < r, such that —cyg) € E. For each truth assignment
T on the set of variables X, let £(T) denote the set containing all the extensions E of
A(®) such that £ 2 Lit(T). Then, for each E € £(T), —cypy € E, implies that the none
of the rules in the set Dy having cy(g) as their conclusion belong to the set of generating
defaults of E. Thus, the clause Cyg) is not satisfied by T". As this holds for each truth
assignment 7', then it is the case that ® is unsatisfiable. []

Theorem 3.3: QO restricted to NMU propositional default theories is ¥'-complete under
polynomial time transformations.

Proof of Theorem 3.3: (Membership) Given a NMU theory A = (D, W), we must
show that there exists a literal [ in W and a subset S = {si,...,s,} of W such that
(D,Ws) = =s1 A ... A=sy, (query ¢') and (D, Wg;) = —s1 A ... A sy (query ¢”). Query
¢ is NP-complete, while query ¢” is co-NP-complete (see Lemma 1 above). Thus, we
can build a polynomial-time nondeterministic Turing machine with a NP oracle, solving
query Q0 as follows: the machine guesses both the literal [ and the set .S and then solves
queries ¢’ and ¢” by two calls to the oracle.

(Hardness) Let & = IXVY f(X,Y) be a quantified boolean formula in conjunctive
normal form, where X = z,...,x, and Y = yy,...,y,, are disjoint set of variables, and
f(X)Y)=CiN.. . ANCy, with Cp =t 1 V.. Vg, and each ty1q,. .., tx,, is a literal on the
set XUY, for k=1,...,7. We associate to ® the default theory A(®) = (D(P), W (D)),
where W (®) is the set {l,x1,...,2z,,c1,..., ¢} of letters, with [ and ¢y, ..., ¢, new letters
distinct from those occurring in ®, and D(®) = D; U Dy U D3 U Dy U Ds:

D1: {(51712_‘&%,532:xe |Z:1,,’H,}
Z; ’

7 7

D, = {52,i:ﬂ>52,i::_|yj |j:1;~.7m}

Y

J J

try @
Dy = {5§?,2:M—Ck|k:1,...,r;hzl,...,uk}

: =l =l
D, = {54: 752: X}

where also x is a new letter distinct from those occurring in ®. Clearly, W (®) is consistent
and A(®) can be built in polynomial time. Now we show that ® is valid iff there exists
an outlier in A(®).

Given a set of literals S, in the rest of the proof we denote by o(S) the set of literals
(X\S)u=(XnSI).
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Claim 5 Let S be a set of letters such that {ci,...,c,} €S CW(®)\ {l}, and let E be
an extension of (D(®), W (®)s) and Dg its associated set of generating defaults. Then:

1. DeNDy = {01, |z, €S}

2. Dy N D3 D {65 |ty € 0(S)}
3. DpNDy=10

4. DN Ds =10

Proof of Claim 5: We start from (3): [ € W(®)g implies that both &4, & E. (4) We
note that ¢, & W(®)g, and that ¢, is the consequence of 05, having x as precondition,
for each k = 1,...,r. But x is the consequence of 0}, that do not belong to E as shown
above, and of d5, for K =1,...,7. Thus ¢,  W(®)s implies that d5, & D, and in turn
that 5 ¢ Dp, foreach k =1,...,7. (1) As x € E, then 6} ; € Dg, for eachi =1,...,n,
and x, € S implies that =, ¢ E. Thus, for each z, € S, 61, € Dg. (2) From what above
stated, any extension E of (D(®), W (®)s) contains the set of literals o(.5), while ¢, ¢ E,
for k=1,...,r. L]

The previous claim states that the set S uniquely identifies the generating defaults of the
theory (D(®), W(®)g) coming from the sets Dy, Dy, and Ds, together with those coming
from the set D3 which have a literal on the set X as their precondition. We denote this
set of generating defaults with Dg(®).

Claim 6 Let S be a set of literals such that {ci,...,c,} € S C W(®)\ {l}, and let
l; be either y; or —y;, for j = 1,...,m. Then there exists a bijection between the sets

L={t,...,0n} and the extensions Er of (D(®), W (P)s).

Proof of Claim 6: (=) Consider a generic set L. Let Dy be the set of defaults (a)
containing rule &y, if ¢; = y;, and rule ds;, otherwise, for j = 1,...,m, (b) such that
Dy 2 {5;%) | tyw € L}, and (c) such that Dy O Dg(®). It is easy to verify that Dy, is the
set of generating defaults of an extension Ej, of (D(®), W(®)s) such that £, O L and
that no other set of generating defaults can be associated to an extension of the same
theory containing L.

(<) Let Ep be an extension of (D(®), W(®)s) and let Dy be its associated set of
generating defaults. From Claim 5, Dy must contain the set Dg(®). It follows immediately
from the rules in the set D,, that E; must contain an unique set L. Furthermore, the
rules of Dy, coming from D3 but not in Dg(®) are uniquely identified by L, as ¢, € Ep,
fork=1,...,r. []

Claim 7 Let S be a subset of W(®), and A" = (D(®), W(®P)s). Then
1. SO {i}, or
2.5 2{c,...,c}
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implies that A" = —s for each s € W(®) \ {i}.

Proof of Claim 7: First, we note that, if the letter y belong to E, then there exists an
extension E of A’ such that £ D {xy,...,z,,c1,...,¢.} obtained applying both defaults
0y fori=1,...,n, and d54, for k = 1,...,7. To conclude the proof (1) if I € S then
X € E by rules §, and &}, and (2) if exists k € {1,...,7} such that ¢z € S then x € E by
rule 05 7. []

(=) Suppose that ¢ is valid. Then there exists a truth assignment Tx on the set X
of variables such that Tx satisfies VY f(X,Y). Let S = {s € X | Tx(s) = false} U
{c1,...,¢.}. Now we show that S is an outlier witness for [ in A(®).

From Claim 6 it follows that we can associate to each truth assignment Ty on the
set Y of variables, one and only one extension Ey of (D(®), W(®)s). In particular,
Ey D Lit(Tx) U Lit(Ty ). As ® is valid, then at least a literal in each clause of ® must be
true, thus —¢; € Ey, for k = 1,...,r. We note that the rules ¢;,, ¢ € {1,...,n}, add to
Ey the negation of the variables in X N.S. We have above stated that these are all the
extensions of (D(®), W (®)g) and thus (D(®), W(P)s) | —S.

To conclude the proof, from Claim 7 it follows that (D(®), W(®)s,) = —S. Hence [
is an outlier in A(®).

Claim 8 Let S C W(®) be an outlier witness for a literal o € W(®) in A(P). Then
{Cla"'acr} g S g W<q))\{l}

Proof of Claim 8: Let A’ be the theory (D(®), W(®)s) and A” be (D(®), W(®P)s,)-

Suppose that [ € S. From Claim 7, [ € S implies that A" }= —s, for each s € W (®)\{l}.
Hence, we can conclude that [ € S implies that S = {l}. But, cause rule ¢, and as there
not exists a rule in D(®) having [ as its consequence, both A’ = =l and A” | =, no
matter what is the value of 0. Thus, {I/} cannot be an outlier witness for any literal in
W(®), and S C W(P) \ {l/}.

By absurd, suppose that S 2 {ci,...,¢.}. Then, by Claim 7 then .S must be empty,
a contradiction. ]

(<) Suppose that there exists an outlier o in A(®). Then there exists a nonempty set of
literals S, {c1,...,¢,} €S CW(P)\ {/} from Claim 8, such that S is an outlier witness
for o in A(®).

Now we show that 7,s) satisfies VY f(X,Y’). ie. that ® is valid. From Claim 6 for
each set L = {/{y,...,{y}, where each ¢, is either y; or —y;, for j = 1,...,m, there exists
one extension Fp of (D(®), W(®)s) such that £, O L. We note also that £, O o(95).
Thus, in order to be o an outlier in A(®), it must be the case that, for each set L,
—cy A ... AN-e € By, ie. that T,g)up satisfies f(X,Y). Hence, we can conclude that @
is valid.

As for the value of o, we note that S is always an outlier witness for o = [ in A(®).
Indeed, consider the theory A” = (D(®), W(®)g;). It follows from Claim 7 that A" (= —S.

Hence, we can conclude that ® is valid. []
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Theorem 3.4: ()0 restricted to propositional NU default theories is NP-complete under
polynomial time transformations.

Proof of Theorem 3.4: (Membership) Consider a normal unary default theory A =
(D,W) and a literal q. The entailment problem A |= ¢ is polynomial time decidable
[16]. Thus, query QO can be solved in nondeterministic polynomial time guessing both
an outlier [ € W and an outlier witness S C W and then asking for (D, Ws) = =S A
(D, Wg,) = —S.

(Hardness) Let & = f(X) be a quantified boolean formula in conjunctive normal
form, where X = xy,...,x, is a set of variables, and f(X) = C; A ... A C),, with
Cj =tj1V...Vij,, and each t;1,...,1;,, is a literal on the set X, for j = 1,...,m.
We associate to ® the default theory A(®) = (D(P), W(P)), where W (P) is the set
{l,x1,...,2p,¢1,. .., Cmy1} of letters, with [, ¢q,. .., ¢y new letters distinet from those
occurring in ¢, and D(®) = Dy U Dy U D3 U Dy:

X; . X X T X 1T .

D, = {51,1,1‘ = —— 0125 = O3, =—— 014, =— |i=1,... ,”}
L Z; T i
l(t; —c
Dy = { Gid) 26 | 5y g k=1, uj}
l:—en,

Dg - {(53 == +1}

Cm+1

Cj: e
Dy = {&w: X g =X |j:1,...,m—|—1}

X J
where also Ty, ..., T, and x are new letters distinct from those occurring in ®, and ¢(x;) =

x; and £(—zx;) = Ty, for i = 1,...,n. Clearly, W(®) is consistent and A(P) can be built
in polynomial time. Now we show that & is satisfiable iff there exists an outlier in A(®).

Let S be a subset of {xy,...,x,}, in the rest of the proof we denote by £(S) the set
{l(s) | s €S}
(=) Suppose that ® is satisfiable. Then there exists a truth assignment T'x on the set X of
variables such that Ty satisfies f(X). Let S = {s € X | Tx(s) = false} U {cy,...,cms1}.
Now we show that S is an outlier witness for [ in A(®). Consider a generic extension £
of A" = (D(®),W(®)s). Clearly E D ¢(Lit(Tx)), as rules 6144, 1 < i < n, add to £
the letters ¢(—=(X N S)), while £(X \ S) C W(®)g. Furthermore, as Ty satisfies @, then
—c; € E, for j =1,...,m. We note that the rules d;3,, 1 <7 <n, add to E the negation
of the variables in X N S, while rule 03 adds the literal —¢,,+1 to E. Thus A’ = =S. To
conclude the proof, it is easy to verify that (D(®), W(®)g,) = —S. Hence [ is an outlier
in A(P).

(<) Let S C W(®) be an outlier witness for a literal 0 € W (®) in A(P). Now we
show that {c1,...,¢ni1} €5 C W(®P)\ {l}. First, [ ¢ S as -l does not appear in the
conclusion of any rule of D(®). We note that, if the letter x belongs to F, then there
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exists an extension E of (D(®), W(®)s) such that E D {xy,...,x,,¢1,...,Cni1}, thus S
must be empty, a contradiction. But, x € E ift S 2 {c1,..., i1}

Let (5) denote the set of literals (X \ S)U—(X NS). Now we show that 7,s) satisfies
®. As A’ = (D(®),W(P)s) = S, then it is the case that, for each extension E of A’
—c1 A ... N ~¢, € E. Among these extensions, there is at least one extension E’, with
associated set of generating defaults Dpg/, such that

o (Vs l(o(S)(s € Eas E' DW(®)s 2 (X\S) and D D {814 | 2 € (XNS)}

o (Vsel(—o(9)))(s¢ E')as Dg O {011k | zx € (X \S)} and z, € (X NS) implies
that z, ¢ E' (remember that y & E')

Thus, in order to be —¢; A ... A —¢,, € E' it is the case that 7;(g) satisfies ®.

As for the value of o, we note that S is always an outlier witness for o = [ in A(P).
Indeed, consider the theory A" = (D(®), W(®)g,;). It is easy to verify that A” = —cpyq,
thus A” £ =S. ]

Theorem 3.5: Q0 restricted to propositional DNU default theories is NP-complete under
polynomial time transformations.

Proof of Theorem 3.5: (Membership) Polynomial time decidability of the entailment
problem for DNU propositional default theories is stated in [32]. The rest of the mem-
bership part is analogous to that of Theorem 3.4. (Hardness) This part is analogous to
that of Theorem 3.4. []

Query Q1

Theorem 3.6: Q1 on general propositional default theories is ¥Z-complete under poly-
nomial time transformations.

Proof of Theorem 3.6: (Membership) The proof is analogous to that used in Theorem
3.1. (Hardness) The reduction is the same as that of Theorem 3.1. Clearly, & is valid iff
[ is an outlier for A(®P). O

Theorem 3.7: Q1 restricted to DF propositional default theories is ¥4'-complete under
polynomial time transformations.
Proof of Theorem 3.7: This result follows immediately from Theorem 3.8. [

Theorem 3.8: Q1 restricted to NMU propositional default theories is ¥'-complete under
polynomial time transformations.
Proof of Theorem 3.8: The proof is analogous to that used in Theorem 3.3. []

Theorem 3.9: Q1 restricted to NU and DNU propositional default theories is NP-
complete under polynomial time transformations.

Proof of Theorem 3.9: The proof is analogous to that of Theorems 3.4 and 3.5 respec-
tively. L]
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Query Q2

Theorem 3.10: Q2 on general propositional default theories is D¥-complete under poly-
nomial time transformations.

Proof of Theorem 3.10: (Membership) Given a theory A = (D,W) and a subset
S = {s1,...,8,} € W, we must show that (D,Ws) &= —s1 A ... A =s, (query ¢’) and
there exists a literal I € W such that (D, Ws,) & —s1 A ... A =s, (query ¢”). Solving
q' is in IIY. As for query ¢”, it can be decided by a polynomial time nondeterministic
Turing machine, with an oracle in NP, that (a) guesses both the literal [ € W and the set
Dg C D of generating defaults of an extension E of (D, Wg;) together with an order of
these defaults, (b) checks the necessary and sufficient conditions that Dy must satisfy to
be a set of generating defaults for E (see [31] or Section 2.1 for a detailed description of
these conditions), by multiple calls to the oracle, and (c) verifies that —s; A...A—s, & E,
by other calls to the oracle. The total number of calls to the oracle is polynomially
bounded. Thus, Q2 is the conjunction of two independent problems from I1% (¢') and X%
(¢"), ie. it is in Df.

(Hardness) Let Ay = (Dq, W) and Ay = (Ds, W) two consistent propositional default
theories, let s1,s9 be two letters, and let ¢ be the query A; | s1 A Ay £ s5. W.lo.g,
we can assume that A; and A, contain different letters, that the letter s; occurs in D;
but not in W; (and, from the previous condition, not in As), and that the letter so
occurs in Dy but not in Wy (and hence not in A;). We associate with ¢ the default
theory A(q) = (D(q),W(q)) defined as follows. Let Dy = {a,y—’g i=1,...,n} and let
Ly = {l1,...,0n} C Wi be all the literals belonging to W, then D(q) = {%’“ﬁl | i =
L...,nfu{s = 2o | 5 =1 . m}uU{d = “2} U Dy, and W(g) = Wi U W, U
{=s1, 52}, where v and p are new letters distinct from those occurring in A; and Ay, and
from s; and s;. Now we show that ¢ is true iff {—s;} is a witness for any outlier in A(q).
We note that ¢ is the conjunction of a IT1}'-hard and a X%-hard problem, thus this will
prove D-hardness.

(=) Suppose that ¢ is true. Now we show that {—s;} is an outlier witness for s, in
A(q). Consider the theory A" = (D(q), W(q){-s,}). From A, |= 51 and s; € W(q){-s3,
we can conclude that A’ |= s;. Consider now the theory A" = (D(q), W(q){=s1},55)- As
Ay [~ s9, then sy cannot belong to any extension F of A”) and its associated set Dg of
generating defaults does not contain any rule coming from D(q) \ Dy. We also note that
A" is consistent, as both A; and A, are consistent. Thus we can conclude that A” }= s;.
Hence, {—s;} is an outlier witness for s, in A(q).

(<) Suppose that {—s;} is a witness for any outlier o in A(g). We denote by A’
and A" the theories (D(q), W(q){-s,}) and (D(q), W(q){-s,},0) respectively. First, we note
that A’ = s;. As s occurs only in the rules of D(g) coming from Dy, and the rules in Dy
have no letter in common with the rules in D(q) \ Da, except for s,, and sy € W(q){-s,1,
then it is the case that A; |= s;. Now we show that o is equal to sy. In order to A” F~ s,
from what above stated, then o must be either sy or a literal in L;. Suppose that o = ¢,
(k € {1,...,m}), then the rules d; and dy together make the theory A” incoherent, and
A" = s1. Thus, o is equal to sy. Clearly, it must be also the case that A” [~ so, i.e. that
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Ay £~ so. This proves that the query ¢ is true. []

Theorem 3.11: Q2 restricted to DF propositional default theories is D-complete under
polynomial time transformations.
Proof of Theorem 3.11: This result follows immediately from Theorem 3.12. []

Theorem 3.12: (2 restricted to NMU propositional default theories is Df-complete
under polynomial time transformations.
Proof of Theorem 3.12: (Membership) Given an NMU default theory A = (D, W)
and a subset S = {s1,...,s,} of W, we must show that (D, Ws) = —s1 A...A=s, (query
¢') and that there exists a literal I € W such that (D, Wg;) K& —s1 A ... A =s, (query ¢”).
From Lemma 1 it follows immediately that query ¢ is in co-NP. As for query ¢”, it can
be decided by a polynomial time nondeterministic Turing machine that (a) guesses both
the literal [ and the set Dy C D of generating defaults of an extension E of (D, Wy;)
together with an order of these defaults, (b) checks the necessary and sufficient conditions
that Dg must satisfy to be a set of generating defaults for a disjunction free theory F
(see [16] or Section 2.1 for a detailed description of these conditions), and (c) verifies
that —s; A ... A —s, € E, by checking that there exists 7, 1 < ¢ < n, such that —s; is
not the conclusion of any default in Dg. Both points (b) and (c) can be performed in
deterministic polynomial time, thus ()2 restricted to normal mixed unary theories is the
conjunction of two independent problems from co-NP (¢’) and NP (¢”), i.e. it is in D?.

(Hardness) Let Ay = (D, W7) and Ay = (D, Ws) be two normal mixed unary default
theories such that both W and W5 are consistent, let s1, sy be two letters, and let ¢ be
the query Ay = s1 A Ay £ s9. W.lo.g. we can assume that A; and A, contain different
letters, that the letter s; occurs in D; but not in W; (and, from the previous condition,
not in Ay), and the letter s, occurs in Dy but not in Wy (and hence not in A;). We
associate with ¢ the default theory A(q) = (D(q), W(q)) defined as follows.

Let Wy = {{1,..., 0}, let D' be {<£ € D, | £ € W} where a is empty or denotes

4

an arbitrary literal, and let D" be {0y = £ € D; | =¢ ¢ Wi}, then D(q) = {6 =

2L O = Sﬂm} U{o, = 2% |6 € D"y U(Dy\ (D'UD")UD,, and W(q) =
Wy U {=s1, s2}. Now we show that q is true iff {—s;} is a witness for any outlier in A(q).
We note that ¢ is the conjunction of a NP-hard and a co-NP-hard problem, thus this will
prove DP-hardness.

We note that A(q) is consistent, as W5 is consistent. Furthermore, we note that the
rules in the set Dy \ (D'UD") all have non empty prerequisite. Indeed, let f a prerequisite
free rule of Dy, then either —=¢ € W7, and in the case this rule belongs to D', or —¢ & W1,

and in this case the rule belongs to D”. In the following, we will denote by A’ the theory
(D(Q)v W(q){_‘SI})

Claim 9 For each literal | occurring in Ay, Ay = Liff A E 1.

Proof of Claim 9: We start considering the case [ € Wy. Let 7, 1 < i < m, be such that
[ = ¥;. First, we note that =/ cannot belong to any extension E’ of A’, as every rule of
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a:l

the form *7* coming from D; (where « is possibly empty), is not present in D(g). Thus,
as the rule 9; of D(q) has [ as its justification and conclusion and s, as its prerequisite,
and sy € W(q){-s,}, then [ belongs to every extension of A’.

Now we consider a literal [ occurring in D; but not in W;. The claim statement follows
immediately by noting that A’ = ¢;, 1 <7 < m, as above stated, and that D(q) contains
all the defaults in D; except those in the sets D’ and D” (the latter rules are replaced
by slightly modified rules). Indeed, the rules in D’ do not belong to the set of generating
defaults of any extension of A;, while each rule ¢, in D" is replaced by a new rule 527/
in A’, but s, € W(q){-s,3 implies that these rules can be considered, loosely speaking,

equivalent to those in D". L]

Now we can resume with the main proof.

(=) Suppose that ¢ is true. Now we show that {—s;} is an outlier witness for ss in
A(g). From A; = s; and Claim 9, we can conclude that A’ |= s;. Consider now the
theory A" = (D(q), W(q){-s1},5.)- As Ay = 55 then A" [~ 51 Indeed, Dy \ (D' U D")
contains only default rules with non empty prerequisite, while the rules §; (1 < ¢ < m) and
9y (0, € D) all have s as their prerequisite. Furthermore, we note that A” is consistent,
as Wy is consistent. Thus we can conclude that A” = s;. Hence, {—s;} is a witness for
sy in A(q).

(<) Suppose that {—s;} is a witness for any outlier o in A(g). From A’ = s; and
Claim 9, we can conclude that Ay }= s;. Let A” be the theory (D(q), W(q){-s1},0)- In
order to be A” [~ s1, then o must be sy. Indeed, until s5 € W(q){s,}.0, then A” |= 51 by
following the same line of reasoning of Claim 9. []

Theorem 3.13: ()2 restricted to NU and DNU propositional default theories is in P.

Proof of Theorem 3.13: The entailment problem for both NU and DNU propositional
default theories can be decided in polynomial time [16, 32]. Thus @2, on the input
A = (D,WW) and S, can be solved by a deterministic polynomial time Turing machine
verifying that there exists a literal [ € Wy such that (D, Ws) = =S A (D, Ws,) ~E —S.
To conclude the proof we note that the number of literals in Wy is linearly related to the
size of the theory. []

Query Q3

Theorem 3.14: Q3 on general propositional default theories is D¥-complete under poly-
nomial time transformations.

Proof of Theorem 3.14: Both hardness and membership proofs are analogous to that
of Theorem 3.10. ]

Theorem 3.15: Q3 restricted to DF propositional default theories is Df-complete under
polynomial time transformations.
Proof of Theorem 3.15: This result follows immediately from Theorem 3.16. [
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Theorem 3.16: )3 restricted to NMU propositional propositional default theories is
DP-complete under polynomial time transformations.

Proof of Theorem 3.16: Both membership and hardness proofs are analogous to that
of Theorem 3.12. ]

Theorem 3.17: ()3 restricted to NU and DNU propositional default theories is in P.
Proof of Theorem 3.17: The proof is analogous to that of Theorem 3.13. []

7 Proofs of Section 4

Definition 7.1 Let A = (D, W) be an NMU default theory, let [ be a literal, and E be
a set clauses. A proofof | w.r.t. A and FE is a either [ by itself, if [ € W, or a sequence of
defaults 9y, ..., d,,, such that the following holds:

1. [ is the consequence of 9,
2. -l ¢ F, and

3. for each 9;, 1 < i < n, either §; is prerequisite-free, or dy,...,0;,_1 is a proof of the
prerequisite of 9; w.r.t. A and F.

Lemma 7.2 [6] Let A = (D, W) be an NMU default theory, let | be a literal and let E
be an extension of A. Then l is in E iff there is a proof of | in E.

Definition 7.3 We say that a set of literals F satisfies an NMU default § = £* iff at
least one of the following three conditions hold:

1. yé€FE,
2. .r € FE,

3. z€F.

Theorem 7.4 [6] A logically closed set of clauses E is an extension of a DF consistent
default theory (D, W) iff the following holds:

1. W CE,
2. E satisfies every rule in D,

3. every literal in E has a proof w.r.t (D, W) and E.
Let (D, W) be a default theory. The process of crossing out defaults from a sequence of

defaults from D according to a literal [ removes from the sequence defaults that might
become inapplicable in case [ is added to W. The formal definition follows.
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Definition 7.5 Let (D, W) be an NMU default theory. Given a literal I and a sequence
of defaults 01, ..., d,, € D, the process of crossing out defaults from this sequence according
to a literal [ goes as follows:

1. for each literal x such that there is a path from [ to z in the dependency graph of
(D, W) (this includes [ itself), if =z is a consequence of some default d;, then cross
out 9;;

2. repeat the following until no default is crossed out:

for each j, 1 < j <n, if §; was not crosses out, then if the prerequisite y of ¢; does
not belong to W and y is not a consequence of any default §,, with h < j, then
cross out 0.

Lemma 7.6 Let A = (D, W) be an NMU default theory and let | be a literal such that
I ¢ W and W' = WU{l} is consistent. Assume further that E, ..., E, is a list of all
the extensions of A. Then, all the extensions of the default theory A" = (D, W') can be
computed using the following incremental procedure:

1. € =0; (€ will accumulate all extensions)

2. For each E; in Fr, ..., E, do

(a) Let 0 = 0;,,...,0;, be a sequence of generating defaults of E; as described in
Section 2.1.

(b) Cross out defaults from o according to the literal I, as described in Definition
7.5. Let oy be the set of all defaults that were not crossed out from o.

(c) Let E! be the extension of the default theory (o, W) (this theory has exactly
one extension, and oy is the set of its generating default).

(d) & = EUE;, where &; is the set of all the extensions of the default theory (D —
oy, liter(E))UL).

Proof: First, we have to show that every set in £ is indeed an extension of A’. We will use
Theorem 7.4. Let E € £. Clearly, W/ C E. Next we show that E satisfies every default
in D. Let § = £* € D (y possibly empty). If 6 € D — o; then it is clearly satisfied by E.
If 6 € 0, then z € El, and so x € E so F satisfies 0. It is left to show that each literal
x € E has a proof with respect to E and A‘. Let z € E, let A” = (D — oy, liter(E!)UI).
Since E is an extension of A”, x has a minimal proof w.r.t £ and A” (Lemma 7.2). the
proof goes by induction on 7, the length of that proof:

case 7 = 1 then there are two possibilities

1. z € liter(E!)Ul. Then either x = [, and clearly has a proof, or x € liter(E)

and then the proof of x w.r.t E] and (o, W) is a proof of .
2. There is a default =* € D — 0;. Since F is consistent, x € £/ and = € D, ¥ is

a proof of x w.r.t E and A’
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case i > 1 Let § = * be the last default in a minimal proof of x w.r.t £ and A”. By the
induction hypothesis, y has a proof w.r.t. EF and A’. Since E is consistent, x € F
and £* € D, the concatenation of the proof of y with the default “* yields a proof
of x wr.t F and A’

Second, we have to show that every extension of A’ is indeed generated by the incre-
mental procedure. Let E be an extension of A’. Then E has a sequence o = 6y, ..., 0, of
generating defaults. We will modify o as follows.

1. Let ¢ be the minimum index such that [ is a prerequisite of §;. H = {¢;}, delete J;
from o.

2. Forh=17+1tondo

If the prerequisite of dj is not in W (note that W = W’—{i}) and not a consequence
of any default which is currently before d; then

(a) H = HU{dn},
(b) delete §j from o.

3. Let o] be the sequence of defaults left in o.

4. While there is a default § € H and a default & € D such that cons(é’) = cons(d)
and pre(d’) in W or pre( §') = cons(6”) for some §” € o} do:

e H=H-9,
e add ¢’ to the end of o7;

Let E be the extension of (o7, W). Clearly, E' C E.
Claim 10 FEvery consequence of a default in o] belongs to E'.

Proof: It is easy to see that every consequence of a default in o] has a proof w.r.t (o], W)
and E’. Hence the claim follows by Theorem 7.4. [

Claim 11 o7 is the set of generating defaults of E'.

By Theorem 3.2 of [25], there is an extension E” of (D, W) such that £/ C E”. We
will show that F is added to £ at Step 2(d) when E; of Step 2 is equel to E”. Let 7 be
the sequence of generating defaults of E” picked at Step 2(a). Let m; be the sequence left
after crossing out defaults from 7 according to [. Let Ex be the extension of (m, W).

Claim 12 FEwvery consequence of a default in m belongs to Ex.

Proof: It is easy to see that every consequence of a default in 7; has a proof w.r.t (m, W)
and Ex. Hence the claim follows by Theorem 7.4. []
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Claim 13 Exz is a subset of E'.

Proof: If x € Fx(\ W then clearly x € E’. Assume x ¢ W, x € Fx. By Claim 10 and
Claim 12 it is enough to show that for every default § in m; there is default in o] with
the same consequence. Note that all the defaults of o appear in o], except the ones that
require [ in order to be applicable. The proof goes by induction on i, where 7 is the index
of 4 in the sequence ;.

i =1 Then ¢ = £* with an empty y or y € W. Assume conversely that there is no default
in o] havmg x as a consequence. We consider two case:

There is a default ' € o with x as a consequence: Since y € W, by the way
o; was constructed from o § = £* € 07, a contradiction.

There is no default in ¢ with = as a consequence: Since 6 € D, y € W and
o is a set of generating defaults, it must be the case that there is a default
Z2F € o for some z that might be empty. Since x € Ex and Ex C E” and
E' C E" (all of them consistent extensions), and by Claim 10, 2% ¢ 0. Since
220 € o but 25°F ¢ o, there must be a path in the dependency graph of
(D W’) from [ to ~x. So there is also a path from [ to ~x in the dependency
graph of (D,W). By the way m is constructed, it cannot be the case that

(5:%671'[.

induction step Assume j > 1, §; = £* is in the sequence m. By the induction hy-
pothesis, y € E’. Assume conversely that there is no default in o] having = as a
consequence. We consider two case:

There is a default §' € 0 with x as a consequence By the way o] was con-
structed from o and by Claim 11 § = £* € 07, a contradiction.

There is no default in ¢ with = as a consequence: Since§d € D,y € E', E' C
E and 0 is a set of generating defaults of E, it must be the case that there is
a default Z=2 € ¢ for some z that might be empty. We proceed as in the case
1=1to get a contradiction.

]

In order to show that E is generated, it is now enough to show that F is an extension
of (D — m, liter(Ex)U{l}). We will use Theorem 7.4.

First, we need to show that liter(Ex)U{l} is a subset of E. Clearly, | € E. The rest
follows from Claim 13, since £’ C E.

Second, we need to show that every default in D — 7; is satisfied by E. This is obvious
because D — m C D and F is an extension of (D, W’) and hence satisfies every default
from D.

Third, we have to show that if x € E then x has a proof with respect to (D —
m, liter(Ex)U{l}) and E. F is an extension of (D, W’). Therefore, if x € E then x has a
proof with respect to (D, W’) (Lemma 7.2). By induction on the length of a minimal proof
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of z with respect to (D, W') we will show that it has a proof w.r.t (D —m, liter(Ex)U{(})
and E.

Assume z € W', Since W/ = WU{l} and Ez is an extension of (m;, W) it must be the
case that x € ExUU{l}, so x has a proof w.r.t (D — m,liter(Fx)U{l}) and E. Suppose,
using the induction hypothesis that if x has a minimal proof of length n with respect to
(D,W') and F then it has a proof w.r.t (D — m, liter(Ex)U{l}) and E. Assume x has
a proof of length n + 1 with respect to (D, W’) and E. Let § = £* be the last default
in the proof. y has a proof of size < n with respect to (D, W’) and E, and so, by the
induction hypothesis y has a proof w.r.t. (D — m, liter(Ex)U{l}) and E. If § € D — 7,
then clearly x has a proof w.r.t. (D — m, liter(Ex)U{l}) and E (the proof is the proof of
y concatenated with §). If § € 7, then by Claim 12 x € Fz, and so z has a proof w.r.t
(D — my, liter(Ex)U{l}). O]
Theorem 4.4: Let (D, W) be a consistent acyclic NMU default and let [ be a literal in
W. Then any minimal outlier witness set for [ in (D, W) is of size at most 1.

Proof of Theorem 4.4: Let S be an outlier witness set for [ in (D, W) such that |S| > 1.
By definition, the following must be true:

1. (D,Ws) | =S, and
2. (D,Ws,) £~ —S.

Let v be a smallest literal in .S, by the partial ordering induced by the atomic depen-
dency graph of (D, W), which is acyclic. We claim that {v} is an outlier witness set for
[. We will show that the following holds:

1. (D,W,) = —w, and
2. (D, W,,) = —w.

Item 2 clearly holds. Next we show Item 1. Let S = x4,...,x,,v. We know that
(D,Ws) = =S. We will use the incremental procedure of Lemma 7 n times, each time
taking ! to be one of S — {v}. We will show by induction on i (1 <14 < n)that after each
step (D, Wy,...2;) = —v. By Lemma 7, we can use the incremental procedure in order to
compute all the extensions of (D, WslU{x;}) out of all the extensions of (D, Wg). Since
(D, Ws) = —w, for any extension E of (D, Wy), a sequence o of generating defaults of £
must contain a proof of —w. Since (D, W) is acyclic, and since v is a smallest literal in
S by the partial ordering induced by the atomic dependency graph of (D, W), there is a
proof of v left also after crossing out defaults from o according to the literal x;. Hence
every extension of (D, WslU{x1}) must have —w in it.

Assume by induction that after applying the incremental procedure n — 1 times

~~~~~~~~~~
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