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ABSTRACT

E-commerce has become one of the most used purchasing method. Because of this, it is important
for customers to quickly understand features of the items they want to buy, and to know opinions of
other customers that have already purchased such items. This problem can be recasted as an aspect
based sentiment analysis task on product reviews. In order to address the problem, we leveraged
BERT, a model to create strong contextual word embeddings. We put ourselves in a real-case scenario
of laptop reviews, extracted from the web. We cleaned the data and built the datasets needed for
the training of BERT models. In particular, to annotate the fine tuning datasets we used a custom
approach based on weak supervision. Weak supervision techniques are becoming more and more
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interesting as they allow to alleviate the cost of human annotation that is a major issue in supervised
learning.

Keywords Aspect Based Sentiment Analysis · BERT · Weak Supervision · Machine Learning · Deep Learning

1 Introduction

Due to the easy way of finding products and seeing them delivered directly to home and thanks also to the convenience
of prices which are often lower than those of physical stores, online commerce (or e-commerce) has become one of the
most used purchasing method. Given the huge amount of products that can be found in online stores, it is important for
customers to quickly understand features of the items they want to buy, and to know opinions of other customers that
have already purchased such items.
The problem of extracting relevant features along with buyers opinions from product reviews available online can be
formulated as an aspect based sentiment analysis (ABSA) task. Sentiment analysis is a natural language processing
(NLP) problem that mainly aims at detecting the overall polarity (e.g. positive, negative or neutral) of a text. ABSA
is a more fine-grained approach to sentiment analysis. Two main subtasks of ABSA are aspect extraction (AE) and
aspect sentiment calssification (ASC). AE takes care of finding aspects (e.g. the GPU of a laptop) in pieces of text (the
reviews), whereas ASC aims to identify the polarity of such aspects (e.g. negative for GPU).
There are several approaches to AE. Frequency-based methods rely on the concept that only a limited set of words
(usually single nouns or compound nouns) appear frequently in a review. These frequent words are considered aspects.
It is a simple method, very used in early AE systems. The two main drawbacks are that not all the frequent words are
really aspects and that aspects are not only frequent words. The most familiar method using frequency-based approach
is [1].
In syntax-based methods (e.g. [2]), aspects are found by way of the syntactical relations they are in. A very simple rule
is the association between an aspect and a sentiment word (e.g. good battery), called adjectival modifier relation. These
methods make it possible to identify less frequent aspects, on the other hand many syntactical relations are needed.
Machine learning methods explored both the supervised and unsupervised approach (e.g. [3] for supervised learning and
[4] for unsupervised). Since they need handly written features, supervised learning methods didn’t use to be common, it
was preferred to use other methods based on features (e.g. frequency-based). The most common unsupervised apporach
used is Latent Dirichlet Allocation (LDA) [5], that is a topic modeling technique that generates topics based on word
frequency from a set of documents. LDA is useful for finding topics within documents. The problem here is that the
generated topic are unlabeled, so there is not a direct connection between topics and aspects.
Regarding ASC task, the first approaches were based on a sentiment dictionary. For example, [6] propagate the known
sentiment of a small set of words through the WordNet synonym/antonym graph. Each adjective, present both in the
dictionary and in the sentence, votes for a sentiment. The sentence polarity is assigned using majority voting and then
is propagated to all the aspects of the sentence. When the number of positive and negative aspects is the same, the
majority voting is done on the single aspects (based on the nearness of the adjectives to the aspects). In this case, there
could be multiple polarities within the same sentence.
As described for AE, supervised machine learning methods were based on handly written features. The most used for
ASC were lexicon informations (e.g. [7]). Unsupervised approach have also been used. In [8], the aspects are used
for searching sentiment sentences in the neighborhood of the current sentence (using parsing syntact dependencies).
The polarity is determined using an unsupervised technique called relaxation labeling. Anyhow, these unsupervised
methods require lot of data that were not always available.
Many approaches have been proposed to combine AE and ASC. Due to the fact that they learn most important features
by themselves, deep learning architectures have become the state of the art for many NLP tasks (including AE and
ASC). These models are often hungry for data, as they are rich of parameters. One of the critical problem to face off
trying to do ABSA in a supervised way is the lack of annotated data. These datasets are annotated by subject matter
experts. Alleviating the cost of human annotation is a major issue in supervised learning. One of the methods to deal
with annotation problem is called weak supervision. In weak supervision labels are assigned directly by humans (both
expert and non-expert of the domain), that have no knowledge about specific machine learning algorithms, by using
simple techniques that allow to automate data labeling.
In this paper we leverage most recent deep learning models for NLP, in combination with weak supervision techniques,
to face the ABSA problem on a real world use-case scenarios. As working example we make use of reviews about
laptops extracted from the web. We have chosen laptops because these products have a complex feature set and are
one of the most purchased online. Furthermore, some annotated datasets related to ABSA on laptops are already
available [9] in literature. This way, we have the opportunity to compare our weak-supervised ABSA method with
existing literature. For the purpose of describing our ABSA method we use a weak-supervision approach that enable to
label first relevant features for AE and second sentiment expressions for ASC. In order to verify the effectiveness of
our weak-supervision approach we perform tests by using Bidirectional Encoder Representations from Transformers
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(BERT) [10] architecture and follow the training procedures described in BERT Post-Training for Review Reading
Comprehension and Aspect-based Sentiment Analysis (BERT for RRC and ABSA) [11] that performs the state of
the art on SemEval-2014 Task 4 [9]. It proposes the ABSA task on some dataset of product reviews, one of which is
composed by laptop reviews.
From the experiments carried out we can state that BERT is a very powerful tool for performing ABSA tasks. We
confirm the state of the art reached in [11], fine-tuning a BERT model post-trained on our custom reviews datasets.
Moreover, the results of the experiments on our fine-tuning datasets, annotated by our weak supervision mechanism are
resulted interesting and need future insights.
In Section 2 are presented a background of the architecture along with the approach used in this work, comprising
reviews extraction from the web, our weak supervision mechanism, data construction and models description. In
Section 3 it is discussed the experimental phase and they are showed the results obtained from the experiments on the
post-training and fine tuning phases, along with a discussion of such results.

2 The Approach

The proposed approach is composed by 5 phases: web data extraction, data cleaning, model post-training, weak
supervised data annotation, model fine-tuning. In the following we describe each phase just listed along with the
background about the adopted model. We use the laptop use case as working example.

2.1 Background: Model Learning by BERT

BERT is mainly a model to create strong contextual word embeddings but it is also a generic architecture for many
NLP tasks. BERT models are pre-trained on large corpus in order to learn word embeddings and then are fine-tuned for
specific NLP problems. In its pre-training phase, BERT introduces two new tasks: the masked language model (MLM)
and the next sentence prediction (NSP), that allow an embedding to learn both from its left and right context. MLM is
inspired by the Cloze task [12], it randomly masks some of the tokens of the input and let the model learn to predict
the original vocabulary word based only on its context. NSP let the model learn contextual representation beyond the
word-level. On the top of the pre-trained model it can be easily built a new model for specific NLP tasks. The new
model just needs to be fine-tuned.
BERT is based on the Transformer architecture [13]. It is released in two main variant: BERT base and BERT large.
The differences between the two concern the number of Transformer blocks, the hidden size, the number of attention
heads and the number of parameters, respectively 12, 768, 12, 110M for the former and 24, 1024, 16, 340M for the
latter. The releases differ also in the type of vocabulary used (i.e. cased or uncased) during the pre-training phase
(Section 2.3).
BERT is pre-trained on Wikipedia and BooksCorpus dataset [14], it knows nothing about laptops and needs to learn
domain specific word embeddings. BERT for RRC and ABSA introduces a new phase after the pre-training and before
the fine tuning. In this step, called post-training, it is injected into BERT model the domain knowledge. Moreover, the
original work proposes a new task called Review Reading Comprehension (RRC), it is similar to Machine Reading
Comprehension [15, 16] but based on reviews of products. Therefore, during the post-training phase, BERT is trained
on unannotated reviews dataset by doing MLM and NSP in order to inject the domain knowledge and, at the same time,
it is trained on a famous labeled dataset of question answering (Stanford Question Answering Dataset - SQuAD - v1.1
[15]) to inject the task knowledge. Both the knowledge contribute to the achievement of the state of the art for ABSA
(for more details we refer to the original paper [11]). The model resulted from the post training phase is fine finally
tuned in a supervised way.

2.2 Web Data Extraction and Data Cleaning

In order to inject domain specific knowledge in BERT, we extracted data from the web online retailer web site using
web scraping methods.

2.3 Post-Training of the Model

In order to inform BERT about laptops world, as previously mentioned, a post-training phase is required. In this step
a pre-trained BERT model (a model that already knows contextual word embeddings out of domain but that is not
fine-tuned yet) performs MLM and NSP on a large unlabeled laptop dataset. The MLM task is the same described in
BERT original paper and mentioned in 2.1, whereas the NSP task concerns to predict if two sentences belong to the
same review or not.
A post-training example has the form as shown in Figure 1 and it is ready to be given in input to a BERT model.
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t1, t2, ..., tn and tn+1, tn+2, ..., tm are tokens belonging to the first and second sentence respectively. [CLS], [MASK],
and [SEP] are special tokens used in BERT. The [CLS] token is used for sentence classification task during fine
tuning phase. The [MASK] tokens are the masked ones that have to be predicted to perform the MLM task. The [SEP]
tokens are used to separate two sentences and to indicate the end of the input.
Tokens of the sentences are output by WordPiece algorithm [17], that is based on a 30522 tokens vocabulary. When a
BERT model sees a symbol out of vocabulary, this is splitted in tokens following the WordPiece alghoritm (everytime
the alghoritm can do it, otherwise the [UNK] token is assigned to the symbol) and so also its embedding. Therefore, it
is important that the vocabulary contains the domain words. BERT reservs 994 tokens for this purpose.

[CLS] t1 t2 [MASK] ... tn [SEP] tn+1 tn+2 [MASK] ... [MASK] tm [SEP]

Figure 1: Example of BERT input representation for the domain knowledge of post-training phase.

2.4 Dataset Annotation by Weak Supervision

See paper M. Ruffolo, E. Oro, et al. "A Weak Supervision Data Annotation Method for Large Scale Natural Language
Understanding Tasks".

2.5 Fine Tuning of the Model

In fine tuning phase, the post-trained models are specialized for downstream language tasks. When the AE task is
addressed in a supervised way, it is usually casted as a classification problem at token level, where each token of the
sentence has to be labeled within the set {Begin, Inside, Outside}. If a token is labeled with Begin, it means that token
is an aspect. If it is followed by some tokens labeled with Inside, that Begin-labeled token is the beginning of an aspect
composed by more than one word (the Inside-labeled tokens), otherwise it is a single word aspect. The tokens labeled
with Outside are out of the aspect. The classification is done applying a fully connected layer and a softmax for each
position of the sentence. The input of this step are the embedded tokens get from the post-training phase (Figure 2).
The ASC task is a sentence level classification problem. It is a subsequent task of AE, that is, it is needed to assign a
polarity to every pair (sentence, aspect), for each aspect identified in the previous step. The polarity is within the set
{positive, negative, neutral}. Softmax is applied along the labels dimension on [CLS] (see Section 2.3). An example
of the input of the classifier is in Figure 3. t1, ..., tn are tokens belonging to the aspect, while tn+1, ..., tm belong to the
sentence.

3 Experiments

In this section we first describe the datasets and the experimental settings used for the post-training and the fine tuning
phases. Then, we present the experiments done and the results obtained with a discussion of these.

3.1 Dataset and Experimental Settings

Within the research project called “APPIA: The dynamic Altilia Price, Product and market Intelligence Advisor”, we
built two dataset, one for the domain knowledge of the post-training phase, and another for the ASC task, used in the
fine tuning phase, which we call APPIA-ASC.
The domain knowledge dataset was built starting from the laptop reviews extracted from the web. We took 127843
reviews from a total of 130210, the rest were reserved for fine-tuning datasets to avoid bias problem. We splitted
our reviews into 689012 sentences from which we generated 1055552 post-training examples. Moreover, in the
post-training phase, we leverage the original SQuAD v1.1 [15] dataset (that contains 87599 training examples from 442
Wikipedia articles) for the task knowledge.
In order to compare our weak-supervised ABSA method, we trained ASC classifiers on SemEval 2014 Task 4 Subtask

[CLS] t1 t2 ... tn−1 tn [SEP]

Figure 2: Example of BERT input representation for the AE of fine tuning phase.

4



Review Reading Comprehension and Aspect Based Sentiment Analysis in E-Commerce Reviews This work has been
supported by POR-CALABRIA A PREPRINT

[CLS] t1 ... tn [SEP] tn+1 ... tm [SEP]

Figure 3: Example of BERT input representation for the ASC of fine tuning phase.

2 [9] (SemEval from now on), a famous ABSA dataset in literature.
APPIA-ASC was built starting from the laptop reviews that weren’t used for the domain knowledge dataset. It was
annotated by our weak supervision mechanism and has the same cardinality as SemEval. We have also maintained the
same percentage of positive, negative and neutral examples.
We used the hyperparameters suggested in the original paper. We fixed the maximum length of post-training examples
to 320 and used a batch size of 16 both for task and domain knowledge. We adopted the Adam algorithm [18] as
optimizer for the gradient descent with a learning rate of 3e-5. We did 70000 training steps that approximately
correspond to an entire pass on the domain knowledge dataset.
We fine-tuned our models for 4 epochs fixing the maximum sequence length to 100. We used a batch size of 32 and the
Adam optimizer with a learning rate of 3e-5.

3.2 Post-Training

To let BERT learn word domain embeddings properly, we calculated the most common words (using TF) in our laptop
reviews and replaced the unused tokens in the input WordPiece vocabulary with the top 994 words, ordered by term
frequency.
Starting from the pre-trained BERT base uncased model (Section 2.1), we did a post-training based on the SQuAD v1.1
dataset for the task knowledge and on our one million examples dataset (the one built from the laptop reviews extracted
from the web) for the domain knowledge. We call this model APPIA-PT.
At the same time, in order to verify the behavior of the loss function, we post-trained another model on the same task
knowledge dataset but leveraging the domain knowledge dataset used in the original work. Let’s call this BERT-PT.
Since the number of examples is approximately the same, we used the same hyperparameters for both trainings. The
models coverge to the same loss value, oscillating between 1.5 and 2.

3.3 Fine Tuning

In this step, the post-trained models are fine-tuned for the specific NLP problems. In Table 1 the results of the fine
tuning phase of the ASC task (starting from the APPIA-PT model) are showed. These are reported as averages of
10 runs (10 different random seeds for random batch generation) and show the performance on the APPIA-ASC and
SemEval datasets (including cross-comparison between the training set and the test set). For example the value of 70.24
is the Accuracy obtained using the APPIA-ASC training set and the SemEval test set.
The results on the uncrossed datasets are excellent. We confirm the state of the art for the SemEval-2014 Task 4 Subtask
2, claimed in the original work. Better results are obtained on the uncrossed APPIA-ASC datasets, probably because
the data are annotated in such a way that the network can learn it more easily. More interesting results are obtained
looking to the cross-comparison between APPIA-ASC and SemEval. It is important to emphasize that APPIA-ASC
was automatically annotated, without any human involvement during the labeling process. The discrepancy between the
comparisons is due to the fact that the datasets were annotated differently. In fact, while APPIA-ASC was automatically
labelled, SemEval was annotated by experienced human annotators2.
In Table 2 we present the results of the fine tuning phase of the ASC task, starting from the BERT-PT model. It can be
seen how the results are almost the same of the classifier obtained by fine tuning APPIA-PT. Therefore, the fine tuning
step is totally independent of the post-training datasets. This underlines how the post-training phase was carried out
correctly, but most of all it is a sign of the large expressiveness of the BERT model.
Regarding the AE task, more experiments are needed.

4 Conclusions

In this work we addressed the problem of extracting relevant features along with buyers opinions from laptop reviews
available online as an ABSA task. In order to do this, we extracted and cleaned laptop reviews from the web with whom
we built datasets for BERT models. We presented a custom weak supervision meachanism used for annotating the

2https://alt.qcri.org/semeval2014/task4/
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Table 1: Results of ASC in Accuracy and Macro-F1(MF1), using APPIA-PT.

Test Set

APPIA-ASC SemEval

Acc. MF1 Acc. MF1

Training Set
APPIA-ASC 87.31 86.09 70.24 67.55

SemEval 70.17 66.66 78.13 75.05

Table 2: Results of ASC in Accuracy and Macro-F1(MF1), using BERT-PT.

Test Set

APPIA-ASC SemEval

Acc. MF1 Acc. MF1

Training Set
APPIA-ASC 87.56 86.26 70.08 67.72

SemEval 69.51 66.35 78.071 75.081

1 Claimed in the original paper.

datasets for the fine tuning phase.
We confirm the state of the art on SemEval-2014 Task 4 Subtask 2 using APPIA-PT, the model post-trained on
our custom dataset of laptop reviews extracted from the web. The results of the experiments suggest that our weak
supervision mechanism works well. However, more future experiments are needed to undestand and bridge the distance
between the way of labeling of human annotators and automated processes as weak supervision techniques.
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