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Abstract

Goals are used in many research fields to describe the desired states of affairs a system has to
bring about. Naturally, in real-life situations, systems often fail to satisfy their goals. It is then
essential to measure the degree of failure in order to determine appropriate mitigations. Pro-
posals for measuring failure in the literature use probabilistic, statistical and fuzzy notions to
answer questions such as “How many times did the system fail to satisfy a given goal over a
period of time?”. This work proposes a different metric, Effort-to-Satisfaction (E2S), which esti-
mates the effort required to turn partial satisfaction into a full one. In our proposal, atomic goals
are expressed as formulas in bounded linear temporal logic and can be combined into composite
goals through AND/OR refinement operations. E2S may be calculated for atomic goals through
domain-specific functions, while for composite goals, E2S is computed using an algorithm that gen-
erates alternative solution strategies as a set of goals that are to be satisfied at specific times
for accomplishing the goal model satisfaction. The paper also includes an extended example to
illustrate the practical application of the proposed approach to a Forest Fire Management scenario.

Keywords: Goal, Goal Satisfaction, Partial Goal Satisfaction, Partial Goal Satisfaction Metrics

1 Introduction

In Self-Adaptive Systems (SASs), Requirements
Engineering (RE), AI Planning (AIP) and Multi-
Agent Systems (MASs), goals describe desired-
states-of-affairs a system is supposed to bring
about. Of course, in real-life situations, systems
often fail to satisfy their goals fully. For such cases,
a useful form of analysis studied in the litera-
ture involves estimating the degree of satisfaction
for a goal to determine appropriate compensation,
manual or automatic. Indeed, reasoning about
partial goal satisfaction constitutes a prerequisite

for modern systems to rationalize and customize
their activities in a world of uncertainties and lim-
ited resources. In fact, the trendy research area of
smart systems (smart cities, smart homes, smart
transportation, smart contracts, smart anything)
often relies on software agents that monitor the
execution of a plan for fulfilling system goals and
compensating for failures to fulfill them. Evalu-
ating the degree of goal satisfaction constitutes a
prerequisite for reasoning about mitigating system
behaviour [18]. In a previous work [30], we pro-
posed an approach to adaptation triggered by goal
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failure that is based on run-time (re)planning by
composing available services to fulfil system goals.

There is general agreement in the aforemen-
tioned research areas that goal satisfaction needs
to transcend a Boolean, all-or-nothing perspec-
tive [43]. Indeed, systems do not always need to
satisfy their goals in an absolute, clear-cut sense.
Some authors [23] suggest using high-level goals as
an instrument for exploring and comparing alter-
native plans by evaluating their impact on the
degree of satisfaction of goals, measured by some
metric. Here, the degree of satisfaction guides
the selection of the ‘most preferred’ alternative.
There are many examples of reasoning with goals
where Boolean (all-or-nothing) satisfaction consti-
tutes a major barrier to utilizing smart systems in
realistic environments. When no plan fully satis-
fies operative goals, the system needs to identify
priorities to be pursued before others [21]. The
same philosophy holds in AI Planning, even if
there are techniques that have proven truly valu-
able for service composition [40] and in cognitive
agents, acting in a resource-bounded real world,
able to adopt plans that only partially achieve
their goals [33, 36, 39].

Given such motivation, we need to introduce a
notion of partiality for goal satisfaction [39]. Let
us consider a simple example of a goal for an emer-
gency management application stating that if a
fire breaks out in a populated area, emergency
crews need to “evacuate and cordon off th area”.
Of course, addressing this goal depends on the
size of the area, personnel and resources available,
weather conditions, etc. It could be that isolating
the whole area is not feasible, whereas securing
some zones (schools, parks, stores, and homes, for
instance) could make strategic sense. Or, if even
this alternative is not feasible, it may be suffi-
cient to secure and control some zones only during
daylight hours.

This work aims to address this general prob-
lem statement by proposing a particular met-
ric for estimating Effort-to-Satisfaction (E2S) for
goals expressed as bounded Linear Temporal First
Order Logic (bLTFOL) formulas. The proposed
metric measures the effort required in time to
satisfy a goal. For the Forest Fire Management
example above, that effort might be measured
by resources and person-power needed to achieve

the evacuation&control goal fully. This metric dif-
fers from earlier proposals that adopt probabilis-
tic/statistical concepts, where partial satisfaction
means “Achieve goal G with probability p, or n
per cent of the time” [16], or fuzzy concepts where
the goal is a fuzzy one and satisfaction can be
partial with respect to a fuzzy metric. The most
critical aspect of any new proposal for a partial
goal satisfaction metric involves measuring E2S
for composite goals. The proposed approach con-
sists of an algorithm that, given a goal model and
a set of already satisfied goals within it, calculates
the possible alternative solutions in terms of sets
of goals to be satisfied in time, also considering
the implications of temporal formulas.

The proposed E2S metric bears similarities
to a classical proposal of incorporating design
costs in the design process. This is the Manheim
scheme for deciding between alternative design
solutions [24] on the basis of value, also cited
in [35]. The scheme suggests a process based on
a cost-benefit analysis composed of two steps:
the first step creates several alternative top-level
plans, while the second attaches a value to each
alternative plan. Design proceeds by detailing the
plan of the highest value. Manheim applied the
process to the construction of a highway. The
E2S metric may be used similarly, except that
it is applied to goal models rather than highway
designs. As such, it consists of domain-specific
estimation rules for the effort required for the sat-
isfaction of leaf goals and aggregation estimation
rules for higher-level goals.

The contributions of this work are as follows:

® We present a novel metric, E2S, for partial goal
satisfaction grounded on the concept of effort to
bring about the full satisfaction of a goal.

® We propose an algorithm for calculating E2S
for composite goals, given information about
the effort required to carry out domain-specific
actions.

e We illustrate the application of the framework
with a realistic example involving a Forest Fire
Management scenario.

® We discuss how E2S can be usefully applied in
self-adaptive systems, multi-agent systems, Al
planning, requirements engineering.

A crucial advantage of the proposed approach
is that it allows us to compare the satisfaction of
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goals defined in terms of non-commensurable vari-
ables. If a goal concerns the construction of one
kilometer of a road while another the lumen pro-
vided by light poles installed on the road, E2S
allows us to abstract from the specific units of
measure (Km, Lumen) and compare the advance-
ment in the construction of the road with its
illumination. This becomes relevant in all the sce-
narios where compromises are to be accepted while
pursuing some goal, for instance, because of the
lack of funds, resources, or time. Suppose the
head of a development team for a new software
release has a set of requirements, but she knows
she cannot implement all of them in time for a
preset deadline. She must select among trade-offs
between time, cost, and degree of satisfaction of
the requirements. Such trade-offs amount to bal-
ancing the partial satisfaction of goals with the
extra effort she needs to complete the job. Tech-
niques for choosing which goal is preferred and the
degree of partial satisfaction to aim for are beyond
the scope of this paper. Nevertheless, any such
technique chosen can benefit from the availability
of a metric such as E2S.

The proposed metric is a step in the direction
suggested by Simon in [35]. In fact, as he claims,
Engineering needs to move from the logic of
“recipes” to rigorous scientific methods, including
metrics, and this would finally enable the growth
of a “Science of Artificial”. Indeed, the general
paradigm in most engineering approaches con-
sists of the following steps: (i) defining the goals
that will solve the problem at hand, (ii) designing
the blueprint of the solution artefact, and then:
“Given a blueprint, to find the corresponding
recipe” [35]. Conversely, the scientific paradigm is
“Given the description of some natural phenom-
ena, to find the differential equations for processes
that will produce the phenomena [35]”.

The rest of the paper is organized as follows:
Section 2 reviews proposals for measuring par-
tial goal satisfaction and literature contributions
that measure goal achievement in terms of effort.
Section 3 introduces preliminary definitions and
concepts, also extending the theory of partial sat-
isfaction to temporal operators, while Section 4
introduces the concept of effort. Section 5 defines
the E2S metric and introduces an algorithm
for calculating E2S of composite goals and an
approach for calculating E2S of atomic goals.
Section 6 provides an extensive example. Section 7

proposes a discussion of the advantages and limits
of the approach, it also suggests some application
domains for the proposed metrics. Conclusions
are drawn in Section 8, which also includes some
considerations about our foreseen future works.

2 State of the Art

In AI, as well as in Requirements Engineering
(RE) and many other research fields, partial goal
satisfaction is a major concern because goals are
often fully /partially conflicting. This is especially
true for quality goals, such as security, usability
and performance ones, where the satisfaction of
one, say a security goal, generally contributes neg-
atively to the satisfaction of others, say usability
and performance ones. The NFR framework [7,
25], intended to model quality (aka non-functional
requirements, includes relationships for partial/-
full conflicts and synergies between two goals.
The framework also supports a form of quali-
tative reasoning over goal models whereby once
leaf-level goals are marked S (satisfied) or D
(denied), higher level goals are also marked in
terms of S, D, PS (partially satisfied) and PD (par-
tially denied). This line of research was continued
in [15] and [32] with a formalization of goal rela-
tionships and the development of reasoning tools
that use SAT solvers to answer questions such as
“Given a certain S/D marking for leaf goals, which
root goals are satisfied?” (bottom up reasoning),
and “Given a goal model, is there a marking
of leaf goals that satisfy all root goals?” (top
down reasoning). [15] includes a case where partial
goal satisfaction is measured and reasoned with
in probabilistic terms. Our proposed E2S metric
offers a quantitative variant of the NFR reason-
ing framework, where the propagation rules from
leaf to root goals are motivated by the notion of
effort. However, the E2S proposal does not include
a partial satisfaction/denial relationship between
goals, while the NFR framework does not include
the quantification of the partial goal satisfaction.

Letier and van Lamsweerde in [23] describe a
technique for quantifying the impact of alternative
system designs on goal satisfaction. A probabilis-
tic layer enriches a goal model and is used to
reason about goal satisfaction. The paper also
deals with non-functional goals that are speci-
fied in probabilistic terms, and their satisfaction
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depends on domain-specific rules. A comprehen-
sive comparison of goal-oriented satisfaction anal-
ysis techniques is presented by Horkoff and Yu
in [17].

Feng Lin Li et al. [14] propose three metrics
for talking about partial goal satisfaction, mea-
suring respectively (1) universality, the percentage
of goal instances that are satisfied; (2) gradabil-
ity, the degree to which a goal is satisfied; (3)
social agreement, the percentage of stakeholders
who agree that a goal is satisfied. For a require-
ment such as “Ambulance shall be at the scene of
an accident within 15mins of an emergency call”,
universality measures the percentage of emergency
calls where the requirement is satisfied; gradabil-
ity might measure how close to the scene an
ambulance gets within 15mins, while social agree-
ment measures the percentage of stakeholders who
think that the goal is satisfied. The relationship
between functional goal satisfaction and its qual-
ity attributes is also discussed by Chi Mai Nguyen
et al. in [26], where a goal modelling language is
proposed that makes explicit the notion of goal
refinement and domain assumption. This allows
for defining constraints and optimization goals
over multiple objective functions. An SMT/OMT
solver is used to reason with goal models expressed
in the proposed language.

Partial goal satisfaction is a central concern for
Self-Adaptive Systems (SASs), where the degree
of satisfaction may determine the adaptation cho-
sen by a self-adaptive system, see [2, 34, 43]. For
example, for a meeting scheduling system, the
adaptation mechanism monitors the number of
failures in scheduling a meeting over time and
determines what adaptation is appropriate. Adap-
tations can take different forms, sometimes, they
consist of choosing an alternative path within a
goal model for satisfying root-level goals. In other
cases, goals are relaxed or altogether replaced by
new goals.

Belcomo et al. [3, 4, 27, 28] propose a par-
tially observable Markov Decision Process for
supporting run-time reasoning about partial sat-
isfaction of non-functional requirements (NFRs)
and their tradeoffs within a dynamic environment.
Dell’Anna et al.[10-12] present a norm/require-
ment revision framework guided by information
retrieved from runtime execution data. Relax-
ation, strengthening and alteration are enacted, at

run-time, based on a Bayesian network according
to assumptions made in the requirements model.

Zhou et al. [42] propose the partial implication
operator for First-Order Logic, intended to cap-
ture the partial satisfaction relationship between
two propositional formulas: formula z A z par-
tially implies « A y since x is part of = A y and
it is a logical consequence of x A z. The new
operator changes the nature of implication in
the First-Order Logic drastically. Van Riemsdijk
and Yorke-Smith in [39], propose a higher-level
framework based on metric functions representing
the progress towards achieving a goal. Progress
appraisal [13] is the capability of an agent to
assess what parts of a goal have been achieved.
The framework does not detail what partial satis-
faction metrics may be used, though it mentions
several alternatives.

In [18], Jureta et al. face the problem that
a system may not be able to satisfy all func-
tional and quality requirements and may need
to consider solutions that partially satisfy some
requirements. To identify such solutions, they sug-
gest (1) Setting ‘minimum acceptable values’ for
measurable qualities; (2) Relaxing a requirement
to allow the system to fail it some percentage of
the time, as with probabilistic goals and the uni-
versality metric of[14], (3) For ambiguous require-
ments, such as “Ambulance shall arrive quickly
to the scene of an accident”, use domain-specific
heuristics.

Almagor et al. [1] enrich LTL specification of
goals with quantitative operators that allow rea-
soning about the quality of satisfaction. A similar
approach is reported in [38] where Tumova et al.
consider temporary violations of parts of the goal
formula. Their proposal requires prioritization of
some clauses of the goal formula, which is used to
plan the strategy that includes fewer violations. As
discussed in [23], analyzing the weights of the dif-
ferent clauses of a goal formula may be a hard task
and requires a relevant degree of domain exper-
tise. Similarly, in [21], Lahijanian et al. introduce
a distance-to-satisfaction metric of the additional
cost of a trajectory that is not optimal. The met-
ric selects the path that minimizes the violation of
the LTL goal formula when full satisfaction cannot
be achieved. In [19, 20], Kim and Fainekos intro-
duce methods for calculating distances between
Buchi-automata representing goals and propose
algorithms for revising these goals. Unfortunately,
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these algorithms are NP-hard and do not scale
with goal size.

Another interesting research trend concerns
goal adaptation techniques [22, 33, 39, 43]
used when the desired state-of-affairs cannot be
achieved. Vukovic et al. [40] introduce GoalMorph,
a framework for goal transformation that con-
structs context-aware goals reformulating failed
goals into problems that can be solved using an
AT planner. In general, goal adaptation techniques
are domain-specific and difficult to adopt in new
domains.

Finally, Thangarajah et al. [36, 37] adopt an
approach based on resource analysis to provide
a BDI agent with a quantitative measure of the
number of resources consumed in satisfying a
goal. This approach is strictly domain-dependent
and may be used only when there is a clear
domain-specific link between goals and resources.

From the analysis of state of the art, we
highlight the need for a novel framework for deal-
ing with partial goal satisfaction that covers the
following points:

® [t supports temporal specification of goals, such
as “While the fire is out of control, restrict
access to populated areas in the vicinity”; thus
defining precisely the relationship between time
and partial satisfaction;

e [t allows goals such as “Call the Fire Depart-
ment and activate the 12 sirens in the neigh-
bourhood” that combine atomic predicates with
quantified predicate formulas for measuring par-
tial satisfaction;

® [t minimizes additional conceptual complex-
ity for designers and runtime computational
complexity.

In the following section 3, we define the gram-
mar we use to specify our goals, and in the
section 5 we introduce the concept of effort-to-
satisfaction that we propose to use for estimating
the degree of satisfaction of a goal.

3 Goals

Goals are expressed in bounded Linear Temporal
First-Order Logic (bLTFOL), which is First-Order
Logic with quantification over finite sets, enriched
with Linear Temporal Logic operators defined over
finite intervals.

Formally, a goal g is specified by an expression
of the form:

<g>u=<¢><g>and...and < g>| (3.1)
|[<g>alt...alt <g>
<gp>u=<atom > <P ><P>NA< P>
<Pp>V< P>
vz/D[<(x) >] | 3z/D[< d(x) >],
F(<o(t) > <i>) | G(< ot) >, <i>) |
| U(<o(t) >, < o(t) >, < i>)

where F, G, U are respectively the LTL operators
Finally, Globally and Until, ¢ is a logical formula
in bLTFOL, ¢ is a discrete, finite time interval, D
is a finite set, and ¢(z), ¢(t) indicate respectively
a bLTFOL formula with free variable x or t.

<i>u=[<t>,<t>],
where t is a time point,

< atom >::= < pred > (< param >,...,
< param >),

where pred is a predicate name for an atomic goal
and param is a constant or a variable.

Partial satisfaction of g, P(g) is defined as a
set of tuples:

P(g) = {(predi(ci1,...,¢1n),€1)s .-,

(predm (th ceey Cmn’)a em,)}

where pred(c;1,...,¢y) is an atomic goal and e;
is its E2S deficit ( = 0 for fully satisfied goals);
also all the atomic goals in P(g) are elements of a
plan that satisfies g.

These rules mean that goal models are
labelled, directed graphs where nodes are goals
that are and/alt(ernative)-refined into other goals
until we reach leaf goals defined by a bLTFOL
formula. The semantics of bLTFOL are standard,
while the semantics of and/alt are those used
in [15], as follows:

AND(g1,- -, 9n,9) AN S(g1) A=+ AS(gn) = S(9)
AND(g1,--.,9n,9) A Ji/D(gi) = D(g)
ALT(g1,.--,9n,9) A Ji/S(g:) = S(G)
ALT(g1,---+9n,9) AD(g1) A-+- A D(gn) = D(G)
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where S(g), D(g) mean “g is satisfied”, “g is
denied” respectively.

It should be noted that bLTFOL is more
expressive than, but logically equivalent to Propo-
sitional Logic since quantifiers can be replaced by
propositional formulas, as in:

Va/D[p(x)] = ¢(di) A d(d2) A -+ A d(dn),

where D = dy,ds,...,d, and temporal operators
can be replaced by quantifiers e.g.,

F(¢,0) =31/ i)

This equivalence is very useful in calculating E2S
because the calculation is carried out with respect
to the equivalent propositional expression for a
goal g.

Let us consider the following example of
SecureNeighbourhood goal defined as follows:

SecureN eighbourhood ::= (3.2)
G11,120] [deployed_roadblocks(20)A

A activated_sirens(12)]

According to this  specification, goal
SecureNeighbourhood is satisfied when: (i) 20
roadblocks have been deployed, and (%) 12 sirens
are sounding to warn the population. All of that
should continuously hold (Globally operator, G)
since time t=1 to t=120.

Now let us consider a portion of the goal model
of Fig. 2 that will be adopted for the extensive
example in Sect. 6.

The goal we introduced in formula (3.2),
is decomposed in Fig. 2 into two sub-goals:
SoundAlarm, and EstablishRoadblocks (corre-
sponding to the predicates used in formula (3.2)).
According to this representation of the goal, we
could formalize that as follows:

SecureN eighbourhood =SoundAlarm AND
Establish Roadblocks

4 Effort

Phenomena of resistance-to-change abound in Sci-
ence and Engineering. Consider kinematics in
Physics where resistance-to-change , aka ‘mass’

(M), for physical objects is related to ‘change
in velocity’, aka ‘acceleration’ (A) and ‘force’
(F) through Newton’s Second Law, A * M =
F. Again in Physics, ‘friction’ is a force that
decelerates a moving physical object in accor-
dance with Newton’s Law. In Electrical Circuit
Theory, ‘resistance’ (R) is related to ‘change in
current’ and ‘voltage’ (the force) through a similar
equation, R * I = V. And in Software Engineer-
ing, ‘resistance to change’ of a legacy software
system is related to ‘degree and rate of change’
and ‘effort’ that play the role of ‘change’ and
‘force’ in physical phenomena. In Management
Science, resistance to ‘change of enterprise archi-
tectures’ is related to ‘change in the management
of projects’ (the force). As well, in the Social Sci-
ences ‘resistance to change’ (aka ‘conservatism’)
is related to ‘social/political change’ and ‘social
forces’. Finally, in Cognitive Science, ‘cognitive
inertia’ (the resistance) is related to a ‘cognitive
achievement’, such as new research results (the
change) and thinking (the force). All cases use the
same concepts, which we call the CRE metaphor,
where ‘change’ C is related to ‘resistance’ R and
‘effort’ E through an equation of the form C * R =
E, where the units for measuring the three quanti-
ties are domain-dependent, and for some domains,
they don’t even exist. For such cases, we can’t
claim any equation relating to the three quali-
ties. We can, however, claim that if the resistance
remains constant, the force required grows with
a growing target change, while if change remains
constant, the effort required grows with grow-
ing resistance. In this work, we adopt the CRE
metaphor to measure the gap between partial and
full satisfaction.

In Physics, effort amounts to a physical force
that can be applied to an object instantaneously
or over a period of time. In Engineering and Man-
agement, effort consists of the human and other
resources deployed towards building or changing
an artefact, be it a physical building, a software
system, or an enterprise. And resistance is the
innate inertia of all things physical, mental or
social to resist change. Since goal satisfaction is by
definition a problem of changing a state of affairs
into a desired one, the goal, the C, R, E metaphor
seems very appropriate for understanding and
measuring partial satisfaction.
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In our review of the literature, we noted four
metrics proposed for measuring partial goal satis-
faction: probabilistic, statistical, fuzzy and social.
Probabilistic metrics rely on a priori probabili-
ties. For example, if the desired state-of-affairs is
‘coin heads up’, then the action of flipping the
coin has a probability of 0.5 of satisfying the goal.
Statistical metrics rely on a posteriori probabili-
ties, statistics, as with “Ambulance shall arrive at
the scene of an accident within 15 minutes 95%
of the time”. Fuzzy metrics measure how much
of the desired state of affairs has been achieved.
For instance, if an ambulance arrives within 100
meters from the scene within 15 minutes, the
ambulance dispatch requirement has been almost
achieved, where ‘almost’ means (d - 100m)/d and
d is the distance from the ambulance’s initial loca-
tion to the scene. Finally, social metrics measure
partial satisfaction as the percentage of stakehold-
ers who think the goal has been fully satisfied.
So, if the ambulance arrives within 100m from
the scene and can’t get any closer because of in-
between obstacles, then some stakeholders may
decide that the goal has been fully satisfied, lead-
ing to a satisfaction value in the range between 0
and 1. Now, note that all these types of metrics
cater to stakeholders who are users of the ambu-
lance dispatch service and talk in different terms
about the quality of the service.

The project manager that builds the Ambu-
lance Dispatch system is also a stakeholder. How-
ever, her concerns are different from those of users
of the service provided by the system-to-be. If
she determines that, on the basis of existing traf-
fic data and the current fleet of ambulances, the
scene will be reached within 15 minutes 70% of
the time, then she needs to consider growing the
fleet size to improve the chances the requirement
will be satisfied. The number of new ambulances
required to satisfy the requirement is now mea-
sured in terms of effort. In summary, E2S is a
metric that caters to stakeholders that are part
of the development team for the system-to-be
rather than users. Indeed, there is much anecdotal
evidence about developer-think as they struggle
to satisfy the requirements of their project fully,
and that evidence suggests that they think in
terms of resources needed to achieve full, or at
least improve partial, satisfaction rather than the
quality of the services offered by the system-to-be.

But why use effort instead of change or resis-
tance to measure the gap between partial and full
satisfaction? Resistance-to-change is notoriously
difficult to grasp, observe and measure. This is
why when we want to measure the mass of an
object, we apply a standard force, gravity, and
measure the change of location on a weight scale,
i.e., we fix the force and measure change to deter-
mine resistance. Or, when we measure E2S for the
Forest Fire scenario, we don’t try to measure all
the obstacles to achieving the goal at hand, but
rather the estimated effort required to achieve the
goal, despite the obstacles. And change is gener-
ally measured by the budget required, i.e. by the
resources needed to bring it about.

5 Effort-to-Satisfaction (E2S)

The E2S metric is a function of two arguments
E25(G, Pg) where G is a goal defined as presented
in section 3, while Pg is a sub-plan of G, i.e., a
set of sub-goals of G, possibly negative ones (i.e.,
of the form —G’), that have been satisfied so far.

In the sequel, we define a complement of Pg as
another sub-plan of G, say P} such that Pg U P}
satisfy G.

E2S measures the minimum missing effort
required to fully satisfy G. Formally,

E25(G, Pg) = min{effort(Complements(G, Pg))}
(5.1)

where Complements(G, Pg) is the set of all com-
plements of Pg relative to G.

We assume that negation is only applied to sin-
gle goals, as in —G, rather than goal expressions,
as in =(G1 A G2).

5.1 E2S of Goal Models

In this subsection, we will discuss how to calcu-
late the E2S of a goal model (that is equivalent
to calculate the E2S of its root goal) given that
some of the sub-goals have been already satisfied.
The approach is general, and it may also be used
to calculate the E2S of any portion of a goal-tree.

The proposed solution is represented by the
Algorithm 1 that identifies all complements
through iterative refinements. It uses two main
data structures: Goals is a list of goals to be still
analysed (line 1); Compl is a list of sets (line
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Algorithm 1 Calculation of Complements(G, Pg)

1: Compl := [{G}]

> stores the set of complements identified so far

2. Goals := [G] > stores unsatisfied goals identified so far
3: for all g in Goals do

4: remove g from Goals

5: if gi=g1 A---Ng, then > g is defined by a conjunction
6: add each element of the set {g1,...,gn} — Pg to Goals

7: replace g with {¢1,...,9n} — Pg in Compl

8: else if g :=g¢gl1V---V g, then > g is defined by a disjunction
9: > Note: none of g1, ..., gy is satisfied otherwise g would be satisfied too
10: add each goal g1, ..., g, to Compl and to Goals

11: else if g ::= Va/DJg(x)] then > g 1s defined by an universal quantifier
12: add each g(d), d € D which is not in Pg to Goals

13: replace g with {g(d;)} — Pg in Compl

14: else if g ::= 3x/DJg(x)] then > g 1s defined by an existential quantifier
15: add each g(d),d € D which is not in Pg to Goals

16: replace each complement ¢ that includes g with k£ complements that are copies of ¢

17: but replace g with g(d;) where g(d;) is in {g(d;)} — Pg in Compl

18: else if g := G[g(t),7] then > g is defined as a Globally operator
19: add each g(t),t € ¢ which is not in Pg to Goals

20: replace all occurrences of g with the elements in the set {g(t)} — Pg in Compl

21 else if g ::= F[g(¢),7)] then > g 1s defined as a Finally operator
22: add each g(t),t € ¢ which is not in Pg to Goals

23: replace each complement ¢ that includes g with k complements that are copies of ¢ but replace

g with g(t) for each g(¢) in {g(t) | t € i} — Pg in Compl

24: else if g ::= Ulg(t), 92(t), ] then

> g is defined as an Until operator

25: add g1(t), g2(t) for ¢ € i to Goals, except for cases where they are elements of Pg,

26: replace every complement that includes an instance of g,

27: carbon-copy it many times,

28; replace in each copy g with g1(1),92(2), 91(1), 91(2), 92(3), 91(1), 91(2), 91(3), g2(4) ete.

29: leaving out any ¢ () or g»(7) that appear in Pg

30: else if g is an atomic goal then

31: do nothing > This algorithm terminates when Goals is empty.

32: end if
33: end for

2), where each set describes a complement, i.e.
sub-plan for addressing a goal or a part of that.

Initially, each complement is described by a
super-plan that subsumes the complement but
includes goals that have already been satisfied. For
example, initially, there is one complement {G},
meaning that if the complement is satisfied, then
G will be satisfied.

The main loop of the algorithm (lines 3-36)
refines a goal in Goals according to its definition.
This way, all sub-goals that are in Py are removed,
and only unsatisfied ones remain.

When a goal g is defined as a conjunction of
sub-goals g1, ..., g, (line 5-7), g is replaced by its

subgoals g;, where g; has not been already satis-
fied, and a unique set containing all these subgoals
is added to Compl.

When a goal ¢ is defined as a disjunction of
sub-goals ¢1,...,¢gn (line 8-10), then every com-
plement where g appears is carbon-copied n times
and in these copies g is replaced by g; respectively.

The same principles apply for universal/ex-
istential quantification, Finally (F) and Until
(U) because each of these operations introduces
alternative plans and, therefore, alternative com-
plements. A universal quantifier translates into
a conjunction of terms over a set (lines11-13),
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whereas an existential quantifier translates into a
disjunction of terms over a set (lines 14-17).

Similarly, a Globally operator translates into a
conjunction of terms over time (lines 18-20), and
a Finally is a disjunction of terms over time (lines
21-24).

The refinement process ends when atomic
goals are reached (lines 31-34). The algorithm ter-
minates when Goals is empty. Since we disallow
circular definitions, termination is ensured.

KEYS

_’_
ALT

<—
AND

Temporal

Fig. 1: The goal model used to provide an exam-
ple of the procedure for calculating E2S(G, Pg).

To exemplify Algorithm 1, we provide a run-
ning example with the goal model reported in
Fig. 1, where:

G = g1 ALT go

g1 = p1, Ap1, Ap1s A D1y
g2 = F13(p23)

P23 = p2 AND p3
D1,,D2,P3 are predicates

—~ o~ —~
T = W N
o — O —

Our aim is to calculate the E2S for goal G
at t=0. As already stated, we use the AND/ALT
operators to represent conjunction/ disjunction
relationships between goals. We also use a Tem-
poral relationship to address the situation when
the super-goal formula includes a temporal oper-
ator. In this case, the argument of the temporal
operator becomes a sub-goal of the goal-tree (i.e.
goal go and its sub-goal po3, see also its defini-
tion formula (5.4)). Another interesting situation
is represented by ¢; that is the conjunction of
four different instances p;, of the predicate p;.
This is for instance, what happens if we define

the goal DeployRoadblocks(4). This is achieved
when four different roadblocks are deployed, which
means four different instances of the predicate
Roadblock Deployed are True. This situation in
the goal tree is reported as a small number just
above the atomic goal.

Now, let us suppose Pg = [p1,,P2,_ ], that
means: p1, (the second instance of py) holds at
t=0, and it will hold in the next time steps
(some maintenance effort could be considered here
but we are neglecting that for simplifying the
example), also pa holds at t=3.

First steps, we initialise the Compl, and Goals
variables: Goals := [G],

Compl := [{G}]

Then we perform the first loop (loop on goal
G) starting from line 8 (G is a disjunction of two
sub-goals), we add g1, g2 to Compl. Result:

Goals :=[g1, g2],
Compl :=[{g1},{92}]-

Now we proceed with a loop on goal g;. Goal
g1 is a conjunction of 4 atomic goals, we proceed
as specified at line 5 of the algorithm. We add
each element of the set of sub-goals of g; (that is
not satisfied) to Goals and we replace ¢g; with the
same set in Compl. Result:

Goals ::[927p117p137p14]7
Compl 5:[{]011 7p137p14}7 {92}]

Next we perform a loop on goal gs. This goal
is defined by a Finally operator and therefore we
proceed as specified at line 21, we go through
the temporal relationship in the goal three and
we consider the 3 possible times the p23 goal
is evaluated in the Finally condition, they are:
D231y P23 (1—0y+ P23 (45 - We NOW add them to the
variables, result:

Goals :=[p1,, P15, P14, P23 (1_ 1> P23(1_sy s P23 (s )
Compl :=[{p1,, P15, 1.}, {p23(t=1) b {p23(t=2> b
{p23(t:3) }]

We should now perform the loops on
P1.;P1s,P1,.- We report the result of all of them
at the same time since, according to line 30 of the
algorithm, in each loop, we do nothing (we just



Springer Nature 2021 ETEX template

remove the goal from Goals); the result is:

GOGZS 1:[P23(t:1> 9 p23(t:2) ,p23(1:3)]7
Compl 3:[{1711 ; P13, P14 }7 {p23(t:1) }7 {p23(t:2) }a
{p23,_s) H.
Now we perform the loop on goal p2s,_,,. This

is a conjunction of two (atomic) sub-goals ps, and
p3 that are to be considered at t=1. The result is:

Goals :=[pa3,_, P23 (,_s ]
Compl :=[{pl1,pl3, pla}, {P2(_)»P3(1) }»
{p23<,,:2) }» {ng(,,zs) }]

The loop on goal pas,_, requires the same
procedure we did before, but at t=2, resulting in:

Goals :=[pa3,_, ],
Compl :=[{p1,,P15,P1.} {P2(t:1) ,P3(t:1)}7
{p2(t:2) » D3 1=y }’ {p23(t:3) }]
Finally, the loop on goal p23,_;, has a peculiar-

ity, goal pa,_, holds and therefore we do not add
it to Compl. The final result we obtain is:

Goals =[],
Compl :=[{p1,, P15, P14 }> {P2(1_1)s P3(1_1) }»
{pQ(t=2) » P3(1=2) }7 {pS(t=3) }]

We can now calculate the E2S for satisfying goal
G as follows:

E25(G, Pg) =min{ E(Compl)} =
=min{E([{p1,,P15,P14},
{pz(,,zl) y P3i—1y b {p2(t:z) 1 P3(1=2) 2
{p3_sy 1D} =
=2xFEy

where we suppose: E(p1,) = E(p1,) = E(p1,) =
E(ps,_s) = Ea.

5.2 E2S of Atomic Goals

The first fundamental question, in adopting Algo-
rithm 1, is related to how to calculate the E2S
associated with a simple predicate.

Several other authors studied the problem
of estimating the partial satisfaction of non-
decomposable goals. A common approach is
adopting some informed metrics for estimating the
satisfaction [39]. This is a good solution when
domain knowledge is available because it allows
a fine metric for appreciating advancement in
goal achievement. In our work, we mix domain
functions and domain-independent values.

The first consideration is that we distinguish
four different functions to be associated with
atomic goals, according to distinct types of action:

e [, is the effort associated with the Achieve-
ment of g, F(g,4), meaning that g will be
satisfied sometime in i.

® [y is the effort associated with the Mainte-
nance of g, G(g,7), meaning that g will be
maintained satisfied during i.

® [p is the effort associated with the Denial of
g, F(—g,i) , meaning that g will be denied
sometime in i.

e Fp is the effort associated with the Prevention
of g, G(—g,1), meaning that g will be prevented
throughout 1.

The simplest case we propose to use is that
E4, Ey, Ep and Ep are constant values, this is
a good choice when domain functions are unavail-
able or when they depend on purely qualitative
assessments.

For example, if the system must address an
atomic goal pl, we can assert the associated effort
is Ea(pl)

However, E4, Ey, Ep and Ep could also
be defined as domain functions to represent a
different kind of associated effort (for example,
a non-linear behaviour). In this case, they are
functions of some domain variables that directly
measure a goal’s current degree of satisfaction.

For example, if the system must maintain a
goal g = Vx € D,pred(zx), the reader owns two
ways of calculating the associated effort:

1. the goal could be translated into a conjunction
of k atomic predicates (where k is the size of
D), and therefore calculating the effort as the
sum of k constant values (k- Ep(pred)), or

2. a domain function can be used to evaluate the
whole in a single step (for instance, if the goal is
to ensure 20 roadblocks, the function could be
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Eyr(unset) = Total_Effort * unset/20)) where
unset is a domain variable, and Total_Effort is
a constant.

The use of domain functions introduces flexi-
bility in modelling the resulting effort. For exam-
ple, it is possible to use non-linear functions for
empathizing an exponential/logarithmic growth
or a non-sinusoidal waveform.

An immediate advantage of non-linear domain
functions is to integrate thresholds for implement-
ing value tolerance easily. Let us suppose a goal
is fully satisfied when 10° sub-predicates hold.
Indeed this is a sharp condition that may be too
constraining in many real situations. In fact, it
is to be expected that there would be no practi-
cal difference in fulfilling their total number minus
five. Such tolerance is a flexibility element that
we think adds a significant contribution to how a
designer may model the problem at hand, and to
how she can evaluate different solution strategies
using the proposed E2S metric.

For relaxing the satisfaction constraints in
goal formulas, we introduce the Value Thresh-
old (VT) concept, i.e. a tolerance in achieving a
goal when its satisfaction depends on several sub-
predicates. The VT may be a value, a function of
time, and of other parameters, although in the fol-
lowing examples, we will only refer to some fixed
value for the sake of simplicity.

The simplest way to implement a VT is to
modify the corresponding domain functions by
adding a threshold. Supposing a goal v is the con-
junction of n sub-predicates a;, 1; is said to be
(fully) satisfied at time t, if ng >n —ng,,,, att,
where:

® n4 is the number of achieved (satisfied) sub-
predicates at time t.

® npy.. = Round(n  VT) is the (integer) max-
imum number of not achieved sub-predicates
that can be accepted for the predicate v still
held.

This way, the success condition is built start-
ing from the longest distance (maximum value
of E2S) and progressively approaching the tar-
get value (minimum value of E2S). There are
situations where the domain may require some
specific value to be maintained for the predicate
and oscillations may happen with positive/nega-
tive elongations from the target value. If this is

the case, the previous satisfaction condition is to
be modified as follows:

N—=NFy.. <nag<n+ Ny
In order to calculate the value of E2S for a goal,

weakened by a value tolerance VT so that ngq >
n — Npy,.., Wwe introduce the following formula:

EA . n—nnj:g?]\j;n;\
EQSwt: (n—anwan)>0 (56)
0, (n—npy,, —na) <0

The second row of this formula considers the
case where the number of achieved sub-predicates
na is greater than the success threshold, i.e.:
na > n — np,,.. This means that despite the
predicate being already satisfied (condition ngq =
n—np,.. ), other sub-predicates are progressively
achieved, thus reinforcing the fulfillment of .
This may seem an odd situation, but it is the
logical consequence of accepting some tolerance
in the satisfaction of goals depending on domain
variable, the effort spent in satisfying these sub-
predicates is not mandatory for achieving the
satisfaction condition, and therefore it should not
be considered in the £25,, because we are always
concerned about calculating the minimum effort
required to achieve the satisfaction, disregarding
all the situations that require a greater effort.

So far, we have discussed how to weaken goal
specifications by looking at the satisfaction of
predicates but forgetting other relevant aspects
of such specifications, namely: time constraints
imposed by temporal operators. For instance, the
goal: g = G300V € Sirens, SoundingSiren(x)
prescribes that a given number of sirens (let us say
14) continuously play from time t=0" to t=300’.
It is reasonable to think that if this condition
is violated for a short time (for instance, 2 min-
utes) over the prescribed 5 hours, the damage to
the expected system’s behavior is very limited, if
any. Such a situation suggests introducing some
kind of time tolerance over the temporal condition
imposed by the Globally operator.

Similar constraints may be relaxed in other
operators as well. For instance, the Until condi-
tion imposes that in the goal g = ¢ Ujyy.¢y,..] ¥s
the ¢ variable holds until the time t where
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holds. What if ¢ holds until t-2 and v holds at t7
This gap violates the Until operator prescriptions,
but would it be dramatic in a practical applica-
tion? Of course, that depends on the application
domain, but these and a few other situations are
worth studying and offer interesting opportunities
for weakening the goal specifications. This study
would offer the designer the chance to make the
best profit from the opportunity offered by eval-
uating different goal-tree satisfaction strategies
compared by means of the proposed E2S metric.
Relaxing temporal constraints is a very complex
issue, it would lead the current work in another
direction, and therefore we postpone that to a
future, different work.

6 An Evaluation Of The
Proposed Approach

In this section, we propose an application of the
proposed approach that is aimed to demonstrate
how the E2S can be used in planning the alter-
native strategies for satisfying a given goal tree
but also for appreciating, at runtime, the progress
towards goal achievement.
The Fire Forest example. To illustrate the pro-
posed approach, we refer to an extension of a
well-known case study from the literature [39] that
we extend to demonstrate the use of our newly
defined algorithm for evaluating the advancement
towards satisfaction in some scenarios. We sup-
pose the forest affected by the fire hosts a natural
park that tourists visit throughout the year. More-
over, the neighborhood contains several shops and
a secondary school. In case of an emergency, an
Emergency Manager (EM) is in charge to under-
take the required actions to fight/control the fire,
and ensure the safety of people and properties.
Fig. 2 reports a goal model for the emer-
gency management activity, mainly focusing on
CarePublicSafety, whereas the grey part, Fxtin-
guishFire, is up to the Fire Department and,
therefore it, is out of the control of the EM. It
is worth noting that some goals are annotated
with temporal constraints and a Value Thresh-
old (VT) to facilitate reader’s understanding at
a glance. Commonly, the definition and analy-
sis of such a goal model is done in collaboration
by analysts, who know about goal modelling and
reasoning, and domain experts (likely, in this

case, from some civil protection agency [8]). The
SecureNeighbourhood goal takes care of advising
the population to leave the area and forbidding
access to cars and people coming from outside.
It is the disjunction of two alternative sub-goals,
SoundAlarm and FEstablishRoadBlocks. The for-
mer devoted to advise people to leave by means
of sirens purposefully deployed in the area. Alter-
nately, the latter goal specifies neighbourhood
may be secured by establishing roadblocks that
could prevent people from entering the zone while
the emergency is running and counting on the
patrolling action of police cars to advise the pop-
ulation to leave. Roadblocks may be unmanned
or manned, i.e, unmanned roadblocks are steel
mobile fences deployed by employees of the traffic
department, whereas manned roadblocks require
a police officer to stay on the spot.

The PatrolNeighbourhood goal considers that
despite deployed men and roadblocks, the area
cannot be considered perfectly closed because a
portion of forest partially bounds it; therefore, vig-
ilance is to be enacted by police patrolling units
that intercept tourists entering from the forest
and, at the same time, warn the population to
leave by using the car’s loudspeaker.

The experimental evaluation. The evaluation
focuses on the Emergency Manager’s role, who
may exploit a real-time simulation for training
purposes. We suppose the simulation works on
given input i.e. a precise series of events. The
EM may affect the output by making some deci-
sions that affect the final result. The role of the
E2S is to estimate the goodness of resulting out-
comes. If these are unsatisfactory, she will repeat
the simulation by adopting different strategies.
For the sake of conciseness, we will omit the
specification of the goal G and sub-plan Pg of the
general formula E2S(G, Pg, t) when they are evi-
dent from the context, time t is, instead, often
reported because significant to the discussion.
We set up two different simulation scenarios.
Scenario 1 is obtained by enacting the first strat-
egy developed by the EM and deploying an initial
set of assets (police cars, buses,...). The EM uses
this scenario to tune her strategy, and to bet-
ter face the emergency. Results are affected by
unexpected events like, for instance, the fact that
fire will damage some sirens, thus reducing their
effectiveness in warning the population. This has



13

Springer Nature 2021 ETEX template

KEYS

<}— Conjunction
—}— Disjunction

CarePublicSafety

Fio0 A Gpissbo Fla0.120

Secure Patrol EvacuatePeople Search&Rescue
Neighbourhood Neighbourhood FromBuildings InTheForest

Establish
Roadblocks

Floso AG VT=0.15
EstablishManned
Roablocks

EstablishUnmanned
Roablocks

VT =02 VT =0.2 VT =0.15

Gy 150 VT=0
SoundAlarm

EvacuatePeople
FromForest

=0
EvacuatePeople
DirectlyToShelter

FromForest

EvacuatePeople
viaRendezVousPointB

E
VT =0.15 30.120] Vi=0

[0 30 (Manned

C Fo 30, (Unmanned ) C [3515B](Unmanned ) C ) (
R tablished(rb) R b)) blished(rb))

DirectPeopleTo
RendezvousPointB

RendezvousPointB
toShelter

ranspon eoplel rom
Gigs, 150 (Manned
tablished(rb))

Fig. 2: The goal model for the forest fire case study.

a serious impact on the achievement of the goal
SoundAlarm. As reported in the evaluation of the
results, the first scenario fails in timely satisfying
the goals.

Conversely, in Scenario 2 the EM takes correc-
tive measures, and succeeds in satisfying the goal
model in time.

During the simulation, the effectiveness of the
EM’s choices is calculated, at each time step
(whose duration is 5 mins), by using the Algo-
rithm 1. To simplify calculations, we suppose the
effort for atomic goals is the same to the different
types of goals: for achievement, denial goals it is
FE, = Ep = 100, while for maintenance and pre-
vention goals it is Fjy; = Ep = 0.1 at each time
step.

It is worth noting that each scenario proposes
two different strategies, one for each of the alter-
native solutions to the goal model descending from
the disjunction in the decomposition of the goal
SecureNeighbourhood.

We provide both algorithm and data for the
experiment replication. Algorithm 1, implemented
in Scala, is freely available for download!. The
spreadsheet we used for carrying on the experi-
ments, quantitative data and other details about
the experiment are provided as Supplementary
Data.

"https://github.com/icar-aose/GoalComplements

6.1 Scenario 1

The objective of this scenario is to highlight how
the E2S metric may be useful in comparing dif-
ferent EM’s decisions and resource allocation. In
particular, this scenario focuses on showing that
unexpected events are properly reported by timely
variations of E2S, and this may also be observed
in the final outcome. Fig. 3.a reports the E2S5(t)
for the CarePublicSafety goal, that is the root goal
for this scenario.

After the fire breaks out, at time=0, the
EM estimates an initial asset allocation (2 traffic
department trucks, 6 police cars, 14 alarm sirens,
2 buses with 50 seats, 1 bus with 40 seats, 3 ranger
cars, 1 electric company team.)

Consequently, in [0,15], E2S(t) goes down
because actions are done for SecureNeighbourhood,
PatrolNeighbourhood, and SearchForest: road-
blocks are progressively deployed, police cars reach
their patrol area, and part of the forest is searched;
all of that causes the diminishing value of E2S for
the corresponding goals.

Indeed, E2S(t) significantly differ for the two
strategies (sirens vs roadblocks). In fact, while
the activation of sirens is instantaneous and the
corresponding goal is already satisfied at t=0,
deploying roadblocks takes more time, and there-
fore, the goal SecureNeighbourhood is slower to be
addressed (higher values are at ¢ < 30).
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At t=20 goal FvacuatePeopleFromBuildings
activates, causing a big increase in the overall
effort to satisfaction: transport and evacuate peo-
ple raises as a consequence of the greater number
of persons that reach the rendezvous points.

At t=75 and t=85, two unexpected events: 1)
the fire damages some sirens and 2) the wind pulls
down a few fences.

In [60°,85’], the effort required for CarePublic-
Safety reaches its maximum values (for both the
alternative strategies), mainly due the activa-
tion of EvacuatePeopleDirectlyToShelterFromFor-
est and for the damaged sirens. Notably, the effect
of the wind that pulls down a few fences does not
alter the satisfaction of the goal because of the
VT=0.2, which allows for neglecting the absence
of 2 fences.

At t=80’, the EM reacts by dispatching a team
from the electric company to fix the issue and
sending another police car to patrol the area and
warn the population. This creates a distinction
between the two strategies and the need for the
EM to evaluate a trade-off.

After t=75’, the strategy using sirens, which
was supposed to be better than the other for
its performance at the beginning of the simu-
lation, suddenly proposes a worse result since
an effort is needed to restore the functional-
ity of the sirens while the roadblock are only
minimally affected by the wind and passing peo-
ple that move some of them. Conversely, the
goal EstablishMannedRoadblocks is negatively
affected by the order issued by the EM of divert-
ing policemen from the roadblocks to the activity
of warning the population (while patrolling the
neighbourhood).

The corrective actions adopted by the EM
have some effect on the situation over time, and
the values of E2S descend in the following time
steps, but the simulations end with a failure in
achieving the goals. In fact, at t=120 both goals
FEvacuatePeopleFromBuildings and FEvacuatePeo-
pleDirectlyToShelter fail. These goals are defined
under a Final operator within t=120. They fail
because there are still people inside the forest at
t=120.

Results clearly report that the EM has not
saved the entire population from fire in the simu-
lated scenario, and a better solution strategy is to
be found.

Just to appreciate the capability of the E2S
metrics to evaluate partial goal satisfaction, we
can consider the descending values of this param-
eter for the goal FvacuatePeopleFromBuildings. It
starts its observation interval at t=20, and the
E2S5(t) is at the maximum value (nobody saved
from rendezvous point A). The E2S decreases once
bus B1 loads 50 persons and brings them away at
t=35. From then on, the E2S decreases each time
another bus arrives at the rendezvous point and
loads other persons. The E25(t) effectively shows
the effort still to be done to complete the evacua-
tion of people from the area. Similar behaviour is
featured by the E2S for goals FvacuatePeopleDi-
rectlyToShelter and SearchéRescuelnTheForest.
They are significant because they deal with dif-
ferent issues (evacuating people vs searching the
forest), but nonetheless, the E2S metric allows us
to compare their progress.

Considering this simulation’s (bad) results, the
EM guesses she should adopt two approaches to
improve the results: relaxing goal specifications
and employing more assets. The next subsec-
tion describes a second attempt to handle the
emergency.

6.2 Scenario 2

The EM focuses on the goals that showed the most
significant issues in the previous attempt. First,
the siren system is highly efficient and redun-
dant so that it may hold a significant tolerance;
for this reason, the EM adds a 0.5 VT to the
SoundAlarm goal. Another issue was the Evacu-
atePeople goal which the E2S trend was correctly
descending but too slow, leading to a failure within
time limits. For this reason, the EM increases the
employed assets by adding four more buses and
two ranger cars to the rendezvous point (with a
general grown-up in the cost of emergency man-
agement). She also reorganizes ranger shifts so
that more cars are promptly available in case of an
emergency. This generates a quicker response, thus
ensuring the satisfaction of the Globally condition
in goal DirectPeopleToRendezVousPointB.

Fig. 3.b reports the E25(t) for the CarePublic-
Safety, i.e., the root goal, for this scenario.

In [0°,80’], the curves behave similarly to sce-
nario 1. At t=85’, only one police car is ordered to
go and reinforce the patrol cars that are already
warning the population to leave. At t=90’, the
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Fig. 3: Values of E25(t) for the goal CarePublicSafety for the two scenarios. Each graph reports the two

alternative strategies.

availability of more ranger cars allows for a more
effective rescue operation for those who cannot
leave the forest independently.

As a consequence of this different set of orders,
and the effectiveness of the greater number of
employed assets, we can note that the value of
E25(t) for the CarePublicSafety goal goes to zero
before the end of the scenario. This is a dra-
matic difference from the previous case, and it

depends on the fact that people are evacuated
quicker by the greater number of buses, and the
tourists in the forest are quickly rescued by the
more NumMerous ranger cars.

The simulation proves that plan is now success-
ful in saving all lives with a significant time margin
(the root goal is satisfied at t=110"). Indeed other
improvements may be studied regarding the veloc-
ity in bringing to safety the major number of
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persons. It is worth noting that although we con-
sider the root goal satisfied already at t=110" (well
before the end of crucial goals at t=120"), some
residual effort is still to be spent because of the
maintenance effort prescribed by the Globally con-
ditions of other goals ending at t=150" (like the
siren system). For instance, the analysis of the
results of the previous two scenarios shows that
both of them reach a significant distance from sat-
isfaction at t=60’. This means that at half the
duration of the observation interval, there is still
a significant effort to be spent towards satisfac-
tion. Further optimising the strategy to solution
falls outside the scope of this example; we simply
note that the process would be the same already
sketched at the beginning of scenario 2.

In the next subsection, we will compare the
results of the two scenarios to demonstrate the
advantages of using E2S for evaluating them.

7 Results Evaluation and
Discussion

In this section, we will evaluate the results pro-
vided by the previously introduced example, and
we will use these results to deduce some informa-
tion about the usefulness of the effort to satisfac-
tion metric. Finally, we will discuss four potential
application domains for the proposed approach.

7.1 Findings from the Experiment

Comparing and analysing the two scenarios of the
Forest Fire example, we try to generalize how the
E2S metric was useful in the real-time simulation.

The E2S allows to compare different strategies
and appreciate the results of corrective actions in
the flow of events. It proves to be a useful tool
for deciding between alternative plans (according
to their performance), and supporting a trade-off
reasoning, if the case.

For instance, the differences between the two
scenarios appear for t > 70, revealing that the
first scenario is an upper bound for the second
one. Moreover, for t€[85,105], we can note that
both the strategies (in scenario 2) show a rapidly
descending curve; this is the consequence of the
greater number of assets deployed in the second
scenario. The EM correctly identified the problems
delaying goal achievement in the first scenario,

and the changes she made in the second attempt
produced good results. The second scenario, in
fact, ends with the successful achievement of the
CarePublicSafety goal well before the deadline.
We also note that the two strategies of the second
scenario are not significantly different for ¢ > 70,
as the consequence of the EM’s changes to the
VT in the goal model. The comparison of the
two curves represented in Fig. 3.b shows that the
second strategy (using sirens) provides some sig-
nificant advantage over the other in the initial
part of the scenario. Moreover, achieving the final
objective well before the prescribed deadline justi-
fies the cost of employing more assets in the second
scenario. All of that suggests the choice of imple-
menting the siren strategy of the second scenario
in case a real emergency arises in the studied envi-
ronment. Such a strategy is more costly than the
other studied in the first scenario, but it success-
fully achieves the goals well in time and shows
a significant advantage over the other strategy
(roadblocks) in the initial part of the emergency.

The E2S provides insights about the progress
towards goal appraisal. The two Forest Fire sce-
narios highlight the usefulness of the proposed
metric. The E2S provides the analyst significant
run-time information about the progress towards
the full goal satisfaction. So far, we considered
E2S values computed within the context of some
simulated scenarios, but they could also come
from a real emergency during its actual devel-
opment. Of course, in this case, the EM is not
performing a run-time and real-time monitoring
of the situation evolution and of the goodness of
its choices. A growing value of E2S will warn the
EM of a degrading situation that could need the
employment of further resources to cope with the
objectives in time successfully. Conversely, a con-
stantly lowering value of E2S is an indicator of a
situation that is developing positively. Of course,
the E2S metric does not have any predictive fea-
ture; therefore, the trend could change at any
time, but that would be reported by the new val-
ues, and again, they would become a warning sign
for the EM.

The E2S alone is not enough to report risky situ-
ations. It is the case of sirens in scenario 1. Until
fire broke the sirens, the system was performing
very well, leaving the EM to think that sirens are
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the best solution to address the SecureNeighbour-
hood goal. They switch on quickly and ensure a
low-effort solution, whereas using roadblocks and
men is more expensive and time demanding. How-
ever, an external event highlights the fragility of
using only sirens; when the goal fails, it is too late
to recover with an alternative plan. Let us con-
sider the values of E2S;(CarePublicSafety) over
time as reported in the curves of Fig. 3. In both the
scenarios, we can see that for t€[0,30], the strat-
egy using roadblocks has a curve that descends
more slowly because the deployment of roadblocks
requires time that is unnecessary to switch on
sirens. This suggests that adopting the second
strategy (sirens) is a better choice. The two strate-
gies are equivalent in the time interval [30,70], but
there are some significant differences after that. In
the first scenario (Fig. 3.a) for t€[75,115], the E2S
of the second strategy (with sirens) raises because
of the electricity blackout caused by fire and the
consequent effort needed to restore the service.
Indeed also roadblocks need some additional effort
because wind and trespassing populations have
removed some of them, but this has a minor effect
on the overall result. In this portion of the first
scenario, the first strategy performs better than
the other. Anyway, both strategies fail at t=120
when they show some remaining E2S, although
the observation interval of several goals is closing,
and therefore they have not been achieved.

However, the E2S instrument can be used
in combination with other techniques and tools
to study the associated risk of a given plan.
One example is executing many simulations and
studying how the E2S changes according to exter-
nal events. In the alternative, the analysts could
couple the E2S with other specific analysis met-
rics that report on critical points and boundary
behaviours. This second possibility is currently on
our research agenda.

7.2 Application Domains and
Guidelines

In this subsection, we will discuss some application
domains where the proposed metric could be prof-
itably applied, and we envisage some guidelines
about how the E2S could be used in them.

7.2.1 Self-Adaptive Systems

We envisage a usage of E2S for the self-adaptive
systems (SASs) domain. The trigger for adap-
tation may come from partial goal satisfaction,
as an anticipation of new contextual conditions
or even changes in user needs. In this context,
the E2S metric can enhance the overall system
awareness with knowledge of the ‘cost’ of adapta-
tion. Typically, self-adaptive systems are provided
with some engine for taking run-time decisions
on choosing among different adaptation strategies.
E2S can contribute precious information concern-
ing the amount of remaining effort to satisfy a
dangling goal. Moreover, it would help to compare
alternative solutions to the problem-at-hand in
terms of their effort deficit. In an earlier work [31],
we offered a classification of self-adaptive systems
with respect to their adaptation techniques. In
that analysis, we focused on adaptations where
the new behavior is defined on the fly, according
to the context, available services and the goal-at-
hand [30]. Here, an AI planning reasoner would
compose behavior by assembling workflow ser-
vices. The main problem with using a planner
in this context is that heuristics must be hand-
crafted for each domain. In [29], we used a prelim-
inary version of the E2S metric (actually, it was
called R2S, Resistance-to-Satisfaction), represent-
ing a domain-independent metric for measuring
the utility of a solution in the solution space.
Given these initial results, we anticipate that the
proposed metric could be extensively used in the
context of self-adaptive systems.

7.2.2 Al Planning

AT planning is one of the best application domains
for the proposed metrics. Different planners adopt
approaches that may differ significantly, but all of
them perform an exploration of the state space.
Starting from an initial space, the problem con-
sists in applying the available actions to visit new
states, thus forming a tree of possible states whose
root is the initial state itself. Each newly vis-
ited state is characterized by facts representing a
partial (or full) satisfaction condition for the prob-
lem goals. Classically, the problem solution is the
shortest path from the root to a state representing
full goal satisfaction.

The proposed E2S metric perfectly fits the
”Schemes for Guiding Search” concept introduced
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by Simon in his book about the Sciences of Arti-
ficial [35]. Let us suppose the problem consists
of achieving a specific world state (the goal)
while starting from an initial state and applying
sequences of actions taken from a given set. Each
sequence of action represents a potential path to
the objective; let us also suppose that, in a spe-
cific situation, no path has still achieved the goal.
The problem is choosing which path should be fur-
ther extended to achieve the goal. Simon argues
about the importance of having some 'value’ that
reports how promising a specific path is compared
to the others. When possible, metrics coming from
the application domain are used to evaluate each
step, but such (informed) metrics are not always
available. The idea is that the path exhibiting the
lowest value of E2S should be the first to be further
explored. This information would minimize possi-
ble solutions’ search space and offer a reasonable
design approach.

The E2S acts as a semi-informed metric, pro-
viding the possibility to estimate a promising path
in the state space, even when rigorous domain-
dependent measures could not be employed.

A prototypical concept of the E2S, the R2S
presented in [9], already proved beneficial in such
applications as demonstrated in [29].

Adopting such an approach needs a formal-
ization of goals and their formulation in terms of
predicates. Using domain-dependent functions for
such predicates would ensure an improvement in
the estimation quality, but even when that is not
possible, common Boolean predicates may be used
to evaluate what effort is still needed to satisfy the
goal starting from the current state of the world.

7.2.3 Intelligent Agents

We envisage an application of the E2S in the rea-
soning of intelligent agents. Such agents are sup-
posed to be reactive (they perceive their environ-
ment and react to changes in it), proactive (they
exhibit a goal-directed behaviour and actively
behave to address their objectives), social (they
interact with other agents and use these interac-
tions to pursue their goals) [41]. Often such agents
are associated with an ‘intentional stance’ con-
sisting of mental states such as beliefs, desires,
and intentions (goals); they pursue their goals by
enacting their capabilities according to some plan.

Unfortunately, the execution of such a plan
may fail to satisfy all intended goals for many rea-
sons, like a lack of resources, a lack of cooperation
by other agents, or simply because environmen-
tal conditions operate against that. In a classical
approach, in such a case, the agent should evalu-
ate the opportunity to adopt corrective actions or
to desist from pursuing that goal.

The process an agent enacts to deliberate if it
wants to promote a desire (some state of the world
it would potentially like to achieve) to an intention
(a state of the world it will actively try to achieve)
is usually addressed as practical reasoning. It is
significant to consider how Bratman [5] defined
that: “Practical reasoning is a matter of weighing
conflicting considerations for and against compet-
ing options, where the relevant considerations are
provided by what the agent desires/values/cares
about and what the agent believes.”

This sounds very similar to how a human being
deals with what she desires/values/cares about.
Indeed, there is a significant nuance that we find
very relevant in the reasoning human beings per-
form: humans also consider partial satisfaction for
the above-cited ‘options’. When a human being
weighs conflicting options, (s)he also activates a
background line of thoughts: what if I try to con-
ciliate desire A with B by shading the achievement
of both?

We believe agents, like humans, should also
consider partial goal satisfaction for their ‘options’
while performing their practical reasoning process.
In other words, intelligent agents should explic-
itly consider the possibility of a trade-off among
different goals. Such trade-off would consist of
accepting the partial satisfaction of some goal
that could not be fully achieved because of the
lack of resources, temporal constraints, norm/law
violations, conflicts with other goals, etc.

Therefore, the deliberation phase in a trade-off
reasoning becomes committing to a desire (goal)
and its intended degree of satisfaction. This gen-
erates the need for an estimation metric, like the
E2S one.

The E2S metric may have two different uses
in the agent life: deliberation and plan execu-
tion. During the deliberation phase, as already
said, E2S allows the agent to compare different
solutions coming from the combination of differ-
ent plans and resources. Solutions need to be
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compared to the ‘distance’ (the effort to satis-
faction) they finally achieve from satisfying the
agent’s goals. During the execution of the selected
plan, the agent can compare the expected state
of the world with the attained one. This can be
seen as an implementation of the perception loop
introduced in [6] since, in this way, the agent con-
tinuously compares the expected behaviour with
the real one, and when they differ, it can quickly
enact corrective actions.

7.2.4 Requirements engineering

To make effort relevant to requirements engineer-
ing (RE), we need to argue that RE does not
finish with requirements engineers deriving a spec-
ification from requirements and passing it on to
developers. Rather, it continues as developers cre-
ate and then execute a development plan. If things
go wrong with the development plan, e.g., some
functional /non-functional requirements can’t be
implemented on time or completely, then replan-
ning needs to be done to consider ALL the alter-
natives in the initial goal model rather than the
chosen specification. This constitutes an extension
of RE into the development process territory. And,
of course, the evaluation of alternatives has to be
based on an E2S metric, as argued in this paper.

8 Conclusions and Future
Works

This paper proposes a novel metric, E2S, for esti-
mating the degree of satisfaction (E2S) of a goal
defined in terms of a goal model using bLTFOL.
The metric measures the minimum effort required
to bring about full satisfaction. The calculation of
E2S for a goal model is performed by adopting an
algorithm that evaluates alternative solutions to
full satisfaction for a goal, given a goal model and
a set of already satisfied sub-goals in the model.
Calculation of E2S presupposes domain knowledge
on the effort required to carry out domain actions,
such as blocking off a road to traffic, or patrolling
a road around the clock.

The availability of the E2S metric allows for a
design/run-time assessment of how close a system
is to fulfilling its requirements and what is the best
strategy to full satisfaction, measured in terms of
effort.

To offer more flexibility in applying the E2S to
real world scenarios, we proposed an initial study
on how to weaken goals of the goal model by relax-
ing their specification. We suggested introducing
a value threshold that specifies some tolerance
degree in the domain-dependent function that
quantifies goal satisfaction.

The paper illustrates the application of our
proposal with an example based on a forest fire
case study adopted from the literature. In partic-
ular, we considered the problem of an emergency
manager who has to plan the best management
approach for a fire scenario. The availability of a
metric dealing with partial goal satisfaction allows
the comparison of different solution strategies, the
run-time monitoring of the situation as the sce-
nario unfolds, and the immediate appreciation of
the consequences of selected choices.

In the future, we plan to study the possibil-
ity of merging the proposed approach with others
where informed metrics are available; this would
ensure a higher level of precision in estimating
some properties related to goal satisfaction. We
also plan to extend the work with the explicit con-
sideration for different weights in the goals of the
goal model, and, finally, we aim to identify other
ways for relaxing goal constraints; for instance,
including the relaxation of temporal limits or some
kind of specific allowance for the achievement of
the desired condition within a specific delay.
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